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ABSTRACT 

 
Aircraft autopilots are automatic flight control and stabilisation systems. A segment of the 

autopilot is the pitch control system that is responsible for up or down movement of the 

aircraft about its lateral axis. One militating factor of hitherto existing pitch control systems 

is the faults of relatively large sized mechanical or other deployed gyroscopes that are 

capable of malfunctioning the aircraft autopilot system. In this research, the small sized and 

cheaper MEMS vibratory gyroscope has been investigated by modelling and simulation for 

temperature and noise effects and deployed as an angular rate sensor in the pitch control 

system. MEMS vibratory gyroscope output signal response stood at 5%  at 12.5 dps and 

33 dps instead of the accepted standard value of 2% . The temperature and noise effects 

as “faults” affected the performance of the MEMS vibratory gyroscope. PI, PID. Fuzzy-PI, 

fuzzy-PID and ANFIS controllers were then used to mitigate the effect of the oscillations at 

the output of the MEMS vibratory gyroscope on the pitch control system. The ANFIS and 

the two fuzzy controllers did well but settled with remnant oscillations. Particle swarm 

optimisation and flower pollination algorithms were deployed to optimise the three 

controllers. The particle swarm optimisation combined with ANFIS controller successfully 

eradicated the temperature and noise effects on the pitch control system. Additionally, it 

performed better than the other options in terms of overshoot and settling time. Subject to 

further research, MEMS vibratory gyroscopes stand to be deployed effectively in aircraft 

autopilot systems to contribute to global safety in the aviation industry.  
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CHAPTER 1 

GENERAL INTRODUCTION 

1.1 Background to the Research 

Aircrafts fly under many conditions. External conditions can alter the desired flight 

characteristics of the aircraft. To maintain the desired characteristics of the aircraft, the pilot 

moves the control surfaces either manually or automatically. There are indicating systems 

and instruments that supply the pilot with information on the performance of the aircraft in 

flight. The pilot must be able to see and interpret each of these indications and then react to 

get the desired performance. In high performance aircrafts, especially single-piloted aircraft, 

other flight duties require much of the pilot’s time (Brandt, 2011). Navigation, 

communication, radar and other special equipment are severely limited if the pilot has to 

work continually on the physical manipulation of the controls (Stroe et al., 2017).  

In high-performance aircrafts capable of supersonic flight, aircraft speed is so great that the 

pilot’s normal response time is far too slow. For example, by the time the pilot reacts to an 

indication to position a control surface, the aircraft may already be out of control. Automatic 

flight control and stabilisation systems ease the pilot’s workload and provide aircraft 

stability at all speeds (Anon., 2017d). The information now flows directly to a flight control 

computer rather than to an indicator. This action lessens the time required to start a control 

movement to nearly zero. The result is increased stability. These systems also provide 

command controls by which the computer can control the aircraft in nearly any desired flight 

condition. Some automatic flight control systems are capable of flying the aircraft by radio 

navigation aids, correcting for wind and making pilot-unaided landings (Geliev et al., 2019). 

The term Automatic Flight Control System (AFCS) is used, or the shortened version, 

autopilot. A reliable AFCS is necessary because pilots have duties other than moving the 

flight controls. However, regardless of how sophisticated the AFCS computer may be, the 

reasoning power of the pilot cannot be duplicated (Geliev et al., 2019). 

 

1.2 Problem Definition 

An autopilot aids pilot’s workload, but it is highly susceptible to malfunction as a result of 

external conditions that alter the desired flight characteristics of the aircraft. These affect 

the primary flight control systems such as elevator, rudder and aileron of the aircraft which 

operate through servos. According to Uhlig et al. (2006), one of the common problems of 
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autopilot failure is as a result of servo failure, either because of malfunction of motor or 

unreliable electrical connection. Also, gyroscopes which form part of the Aircraft Autopilot 

System (AAS) can malfunction leading to failure of the system. This research, thus, seeks 

to further investigate the gyroscope-related failures of Aircraft Autopilot Systems (AASs) 

and also evaluate the performance of the gyroscope under adverse external conditions.  

 

1.3 Purpose of the Research   

This work is purposed to investigate possible faults and use of MEMS vibratory gyroscopes 

in AASs. 

  

1.4 Objectives of the Research  

The specific objectives are as follows:  

i. Find out possible sources of failure of MEMS vibratory gyroscopes; 

ii. Investigate the MEMS vibratory gyroscope with regards to input angular rates 

and faults signals; and 

iii. Develop controllers for the mitigation of “failures” of MEMS vibratory 

gyroscopes in the AAS for optimal performance.  

 

1.5 Expected Outcomes  

It is expected that this research would yield the following outcomes: 

i. A model that presents failures of gyroscopes in AAS; and 

ii. Mitigation of the effects of MEMS vibratory gyroscope “faults” on AASs upon 

implementation of the findings.  

 

1.6 Research Questions and Hypothesis  

The following research questions can be deduced: 

i. Can “failures” of MEMS vibratory gyroscopes in AASs be modelled? 

ii. What conditions and design parameters would ensure an economical 

modification of the MEMS vibratory gyroscope in AASs? 

iii. Can there be better performance of MEMS vibratory gyroscopes in AASs?  
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Therefore, the research hypothesis is stated as: MEMS vibratory gyroscope-related 

“failures” in AASs can be modelled, simulated and mitigated to achieve optimal 

performance of AASs. 

 

1.7 Scope of the Research  

The research is conducted within the framework of AASs, MEMS vibratory gyroscopes, 

mathematical modelling and computer simulations. 

 

1.8 Research Methods Used  

The following methods were used to achieve the objectives: 

i. Review of faults of MEMS vibratory gyroscopes in AASs; 

ii. Development of control system models for investigating and mitigating faults of 

MEMS vibratory gyroscopes in AASs; and 

iii. Validation of the models by way of computer simulations. 

 

1.9 Facilities Used for the Research   

The facilities used in this research work include the following: 

i. Library, Laboratory, Computer and Internet facilities at UMaT; 

ii. Laptop computer with MATLAB/Simulink software; and 

iii. Facilities of School of Trade Training, Air Force Base Accra and Takoradi Base. 

 

1.10 Significance of the Research  

The significance of this research could be seen in the following: 

i. To augment present research on MEMS vibratory gyroscopes usage in AAS; and  

ii. To contribute to global safety in the aviation industry upon implementation of 

findings. 

 

1.11 Limitations of the Research   

The unavailability of laboratories and MEMS vibratory gyroscope components that could 

have aided in the research is a challenge to this research. 
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1.12 Definition of Terms and Key Concepts  

Aircraft: An aircraft is a machine that is able to fly by gaining support from the air. It 

counters the force of gravity by using either static lift or by using the dynamic lift of 

an airfoil, or in a few cases the downward thrust from jet engines.  

Autopilot: Autopilot is a system used to control the trajectory/path of an aircraft without 

constant hands-on control by a human operator being required.  

Gyroscope: A gyroscope is a device used for measuring or maintaining orientation and 

angular velocity. It is a spinning wheel or disc in which the axis of rotation is free to assume 

any orientation by itself.  

MEMS: It is a microelectromechanical system device that is made within the scale of 1 mm 

to 1 µm and combine electrical components with mechanical systems which uses vibrating 

mechanical element as a sensing element for detecting angular velocity. 

MEMS gyroscope: A MEMS gyroscope is a sensor that measures the rate of change in the 

angular position of an object. 

Radar: It is a system for detecting the presence, direction, distance, and speed of aircraft, 

ships, and other objects, by sending out pulses of radio waves which are reflected off the 

object back to the source. 

 

1.13 Organisation of the Thesis  

The thesis is organised into six chapters. Chapter 1 is the general introduction to the research 

work which includes the background to the research, problem definition, objectives of the 

research, expected outcomes, research questions and hypothesis, scope of the research, 

research methods used, facilities used for the research, significance of the research, 

limitations of the research, definition of terms and key concepts and the organisation of the 

thesis. Chapter 2 reviews the literature on the topic and includes an overview of the history 

of aircrafts, types of aircraft, the primary control systems, autopilot systems and 

components, gyroscopes, types of gyroscopes and their applications and a review of related 

works on faults of MEMS vibratory gyroscopes. Chapter 3 deals with the mathematical 

modelling and simulations of the MEMS vibratory gyroscope. Chapter 4 presents the 

mathematical modelling, design of controllers and simulations of the pitch control system 

for the mitigation of the faults in AAS. Chapter 5 is devoted to two Artificial Intelligence 

(AI) networks that are employed in the further mitigation of gyroscope-related faults on the 

https://en.wikipedia.org/wiki/Machine
https://en.wikipedia.org/wiki/Flight
https://en.wikipedia.org/wiki/Air
https://en.wikipedia.org/wiki/Buoyancy
https://en.wikipedia.org/wiki/Lift_(force)
https://en.wikipedia.org/wiki/Airfoil
https://en.wikipedia.org/wiki/Powered_lift
https://en.wikipedia.org/wiki/Jet_engine
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performance of the pitch control system of the AAS. Chapter 6 gives the conclusions, 

recommendations, research contributions and future research directions. 
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CHAPTER 2 

 

LITERATURE REVIEW  

2.1 Introduction   

The history of aviation has extended over more than two thousand years, from the earliest 

forms of aviation such as kites and attempts at tower jumping, to supersonic,  

and hypersonic flight by powered, heavier-than-air jets. Kite flying in China dates back to 

several hundred years Before Christ (BC) and slowly spread around the world. It is thought 

to be the earliest example of man-made flight. Leonardo da Vinci's 15th century dream of 

flight found expression in several rational but unscientific designs, though he did not attempt 

to construct any of them. The discovery of hydrogen gas in the 18th century led to the 

invention of the hydrogen balloon, at almost exactly the same time that the Montgolfier 

brothers rediscovered the hot-air balloon and began manned flights. Various theories 

in mechanics by physicists during the same period of time, notably fluid 

dynamics and Newton's laws of motion, led to the foundation of modern aerodynamics, 

most notably by Sir George Cayley. Balloons, both free-flying and tethered, began to be 

used for military purposes from the end of the 18th century, with the French government 

establishing balloon companies during the revolution (Villani and Miyagi, 2016).  

The term aviation, noun of action stems from Latin avis “bird” with suffix -ation meaning 

action or progress, was coined in 1863 by French pioneer Guillaume Joseph Gabriel de La 

Landelle (1812–1886) in “Aviation ou Navigation aérienne sans ballons”. Using a 

methodological approach and concentrating on the controllability of the aircraft, the Wrights 

brothers built and tested a series of kites and glider designs from 1900 to 1902 before 

attempting to build a powered design. The gliders worked, but not as well as the Wrights 

had expected based on the experiments and writings of their 19th century predecessors. Their 

first glider, launched in 1900, had only about half the lift they anticipated. Their second 

glider, built the following year, performed even more poorly. Rather than giving up, the 

Wrights constructed their own wind tunnel and created a number of sophisticated devices 

to measure lift and drag on the two hundred wing designs they tested.  As a result, the 

Wrights corrected earlier mistakes in calculations regarding drag and lift. Their testing and 

calculation produced a third glider with a higher aspect ratio and true three-axis control. 

They flew it successfully hundreds of times in 1902, and it performed far better than the 

previous models. By using a rigorous system of experimentation involving wind-tunnel 

testing of airfoils and flight testing of full-size prototypes, the Wrights not only built a 

https://en.wikipedia.org/wiki/Aviation
https://en.wikipedia.org/wiki/Kite
https://en.wikipedia.org/wiki/Super_sonic_flight
https://en.wikipedia.org/wiki/Hypersonic
https://en.wikipedia.org/wiki/Heavier-than-air_flight
https://en.wikipedia.org/wiki/Jet_aircraft
https://en.wikipedia.org/wiki/China
https://en.wikipedia.org/wiki/Leonardo_da_Vinci
https://en.wikipedia.org/wiki/Hydrogen
https://en.wikipedia.org/wiki/Hydrogen_balloon
https://en.wikipedia.org/wiki/Mechanics
https://en.wikipedia.org/wiki/Fluid_dynamics
https://en.wikipedia.org/wiki/Fluid_dynamics
https://en.wikipedia.org/wiki/Newton%27s_laws_of_motion
https://en.wikipedia.org/wiki/Aerodynamics
https://en.wikipedia.org/wiki/Sir_George_Cayley
https://en.wikipedia.org/wiki/French_Revolution
https://en.wikipedia.org/wiki/Wind_tunnel
https://en.wikipedia.org/wiki/Aspect_ratio


7 

 

working aircraft, the “Wright Flyer”, but also helped advance the science of aeronautical 

engineering. Experiments with gliders provided the groundwork for heavier-than-air craft, 

and by the early 20th century, advances in engine technology and aerodynamics made 

controlled, powered flight possible for the first time. The modern aeroplane with its 

characteristic tail was established in 1909 and from then on the history of the aeroplane 

became tied to the development of more and more powerful engines (Jakab, 2014). 

The first great ships of the air were the rigid dirigible balloons pioneered by Ferdinand von 

Zeppelin, which soon became synonymous with airships and dominated long-distance flight 

until the 1930s, when large flying boats became popular (Prentice et al., 2010). After World 

War II, the flying boats were in turn replaced by land planes, and the new and immensely 

powerful jet engine  revolutionised both air travel and military aviation (Anon., 2010). In 

the latter part of the 20th century the advent of digital electronics produced great advances 

in flight instrumentation and “fly-by-wire” systems. The 21st century sees the large-scale 

deployment of pilotless drones for military, civilian and leisure use. With digital controls, 

inherently unstable aircrafts such as flying wings became possible (Feng et al., 2011).  

2.2 Aircrafts 

An aircraft is a machine that is able to fly by gaining support from the air (Anon., 2017a). 

It counters the force of gravity by using either static lift or by using the dynamic lift of 

an airfoil, or in a few cases the downward thrust from jet engines (Anon., 2017b). Common 

examples of aircraft include airplanes, helicopters, airships (including blimps), gliders and 

hot air balloons. Figure 2.1 to Figure 2.5 show some types of aircraft. 

 

 

Fig. 2.1 Example of an Airplane 
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Fig. 2.2 Example of an Armed Helicopter  

 

 

Fig. 2.3 Example of an Airship  

 

  

Fig. 2.4 Example of a Glider  
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Fig. 2.5 Example of a Hot Balloon  

2.2.1  Classification of Aircrafts  

The various aircrafts are classified according to mode, mach number, general purpose, 

engine type and military purpose as presented in Fig. 2.6 (Anon., 2017c). 

 

• Fixed wing 

• Rotary wing

• 

• Subsonic (M<1)

• Transonic (M~1)

• Supersonic 
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• Hypersonic 
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• Passenger 

transport 

• Business jet
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Fig. 2.6 The Classification of Aircrafts  
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2.2.2  Degrees of Freedom of an Aircraft  

The Degrees of Freedom (DoF) of a system is defined as the number of independent 

restraints necessary to determine the geometric stability of a member or of a frame as a 

whole, relative to some reference member or system of co-ordinates (Wang et al., 2015).  

Each co-ordinate may be looked upon as a restraint which removes one DoF from the 

member or frame under consideration. A member, freely movable in a plane has three DoF 

or three possible movements, thereby requiring three co-ordinates or restraints in the plane 

to fix it in a stable manner with respect to the reference member or system of axes. A 

member movable in space has in general six DoF or six possible movements: three linear 

translations and three rotations. Six DoF are specific parameter counts for the number of 

DoF an object has in three-dimensional space, such as the real world. It means that there are 

six parameters or ways that the body can move (Elmajdub and Manish, 2017). Six DoF 

consists of the following movement parameters (Fallavollita et al., 2012): 

Translation: Moving along the different axes X, Y and Z: 

i. Moving up and down along the Y axis is called heaving.  

ii. Moving forwards and backwards along the X axis is called surging. 

iii. Moving left and right along the Z axis is called swaying. 

Rotation: Turning in order to face a different axis (Yang, 2016): 

i. Moving between X and Y is called pitch. 

ii. Moving between X and Z is called yaw. 

iii. Moving between Z and Y is called roll.  

 

An aircraft requires control surfaces to fly and move in different directions. They make it 

possible for the aircraft to roll, pitch and yaw. Fig. 2.7 (Younes et al., 2015) shows the three 

axes along which the three primary flight control surfaces tilt.  

 

 

Fig. 2.7 The Six Degrees of Freedom of an Aircraft  
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The ailerons, operated by turning the control column, cause it to roll. The elevators are 

operated by moving the control column forward or back causing the aircraft to pitch. The 

rudder is operated by rudder pedals that make the aircraft yaw. Depending on the kind of 

aircraft, the requirements for flight control surfaces vary greatly. Primary control surfaces 

are incorporated into the wings and empennage for almost every kind of aircraft. These 

surfaces are typically: the elevators included on the horizontal tail to control pitch; the 

rudder on the aircraft tail for yaw control and the ailerons outboard on the wings to control 

roll. These surfaces are continuously checked to maintain safe aircraft control and they are 

normally trailing edge types. 

 

2.3 The Fixed Wing Aircraft 

Fig. 2.7 (Kumar and Padture, 2018) shows an aircraft with its major outer components 

labelled. Many of external components of aircraft are constructed with metal alloys. But 

external components of modern aircraft are made of carbon fiber and a variety of fiberglass 

resin (Babinsky, 2015). 

 
Fig. 2.8 Outer Components of a Fixed Wing Aircraft    

 

Vertical 

    Stabiliser Flashing 

             Beacon 

Elevator 

 Trim Tab 

Radio 

  Antenna 

Landing  

            Gear 

       Rudder 

      Elevator   

     Horizontal 

   Stabiliser 

  Navigation 

       Light       Fuselage 

     Aileron 

          Engine 

        Flap 



12 

 

2.3.1 Elevator 

As the name implies, the elevator helps “elevate” the aircraft. It is located on the tail of the 

aircraft and directs the nose of the aircraft either upwards or downwards (pitch) in order to 

make the airplane climb or descend.  

 

2.3.2  Elevator Trim Tab 

 

Trim tabs are small surfaces connected to the trailing edge of a larger control surface on 

aircrafts. They are used to control the trim of the controls, i.e. to counteract hydro- or 

aerodynamic forces and stabilise aircrafts in a particular desired attitude without the need 

for the pilot to constantly apply a control force. This is done by adjusting the angle of the 

tab relative to the larger surface which is the elevator. 

 

2.3.3  Rudder 

 

The rudder is attached to the vertical stabiliser, which is located on the tail of the aircraft. 

The rudder helps in steering the nose of aircraft to the left and right. This motion is referred 

to as yaw. Its main purpose is to counteract certain types of drag, or friction, ensuring that 

the aircraft’s tail follows the nose, rather than sliding out to the side.  

2.3.4  Vertical Stabiliser 

The vertical stabiliser is designed to stabilise the left-right motion of the aircraft. While most 

aircraft use a single stabiliser, some models, such as the Lockheed C-69 Constellation use 

multiple, smaller stabilisers. 

 

2.3.5  Horizontal Stabiliser  

The horizontal stabiliser is quite simply an upside-down oriented wing, designed to provide 

a downward force (push) on the tail. Airplanes are traditionally nose-heavy and this 

downward force is required to compensate for the weight of the nose portion, keeping the 

nose level with the rest of the aircraft. Some aircraft can control the angle of the horizontal 

stabiliser and so therefore, the level of downward force of the nose while in flight, while 

others are fixed in place. 
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2.3.6  Flap 

Flaps are a ‘high lift - high drag’ device. Not only do they improve the lifting ability of the 

wing at slower speeds by changing the camber, or curvature of the wing, but when extended 

(horizontally) fully they also create more drag. This means an aircraft can descend (or lose 

altitude) faster, without gaining airspeed in the process. 

2.3.7  Antenna  

There are numerous radio antennas located around an aircraft, their size and position 

corresponding to the type of work each antenna must perform and the frequencies being 

transmitted or received. The Global Position System (GPS) antenna, for example, is always 

mounted at the top side of an airplane. This is because the GPS satellites are in Space, and 

therefore always above the aircraft. As a general rule, longer antennas are used for radio 

communication and navigation at very high frequencies (118 MHz and 136 MHz), while 

shorter antennas are reserved for higher frequency (900 MHz – 952 MHz) data such as the 

GPS signals and the transponder, which provides air traffic control with information about 

the aircraft’s position and altitude.  

 

2.3.8  Engine 

An aircraft has at least one, or as many as eight engines, which provide the thrust needed to 

fly. There are many different makes and models of aircraft but all perform the same basic 

function of taking the air that is in front of the aircraft, accelerating it and pushing it out 

behind the aircraft. Jet powered aircraft performs this function by compressing the air using 

turbines, while propeller-powered aircraft use a propeller mounted to the engine. In general, 

the propeller works like a big screw, pulling the aircraft forward while pushing the air behind 

it. 

 

2.3.9  Fuselage  

This is the portion of the aircraft used to literally join, or fuse, the other parts together. It is 

commonly thought of as the body of the aircraft and holds the passengers and cargo safely 

inside.  
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2.3.10  Navigation Light 

A navigation light, also known as a running or position light, is a source of illumination on 

aircraft. Navigation lights give information on an aircraft position, heading, and status. 

Navigation lights are not intended to provide illumination for the aircraft making the 

passage, but rather for other aircraft to be aware of it.  

2.3.11 Flashing Beacon 

Anti-collision lights, also known as Beacon lights or Strobe lights are a set of lights required 

on every aircraft to improve visibility to others. Beacon lights are flashing red lights fitted 

on the top and bottom fuselages of an aircraft. Their purpose is to alert ground crew and 

other aircraft that an engine is starting up, running or shutting down, or that the aircraft is 

about to start moving. They spin to produce a flashing effect, increasing the chance they 

will be noticed.  

2.3.12 Aileron 

The ailerons are located at the rear of the wing, one on each side. They work opposite to 

each other, when one is raised, the other is lowered. They are used to increase the lift on one 

wing while reducing the lift on the other. By so doing, they roll the aircraft sideways, causing 

the aircraft to turn. This is the primary method of steering a fixed-wing aircraft.  

2.4 Additional Components of Aircraft Control Surfaces  

The following components (not indicated on Fig. 2.8) are the additional aircraft control 

surfaces that aid its safe operations. 

2.4.1  Slat 

A slat is a “high lift” device typically found on jet-powered aircraft. Slats are similar to the 

flaps except they are mounted on the leading edge of the wing. They also assist in changing 

the camber, or curvature of the wing, to improve lifting ability at slower speeds.  

 

2.4.2  Spoiler  

 

The spoiler’s function is to disrupt, or spoil, the flow of air across the upper surface of the 

wing. They are usually found on larger aircraft, which can have two types installed. The in-

flight spoilers are small and designed to reduce the lifting capability of the wing just enough 

to allow the aircraft to descend quicker without gaining air speed. Although the flaps can 
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also perform this function, the spoiler is intended to be used temporarily, while the flaps are 

typically used for longer durations such as during the approach and landing. The ground 

spoilers are typically deployed automatically on landing and are much larger than their in-

flight spoilers. They are used to completely destroy the lifting ability of the wing upon 

landing, ensuring that the entire weight of the airplane rests firmly on the wheels, making 

the brakes more effective and shortening the length of runway needed to stop the aircraft. 

 

 2.4.3  Cockpit 

The cockpit, sometimes referred to as the “flight deck”, is where the pilots sit. It contains 

the flight controls, which move the airplane, as well as all the buttons and switches used to 

operate the various aircraft systems.  

 

 2.4.4  Empennage 

The empennage is the name given to the entire tail section of the aircraft, including both the 

horizontal and vertical stabilisers, the rudder and the elevator. As a combined unit, it works 

identically to help guide the aircraft to its destination.  

2.4.5  Wheel 

The wheels are another part of the undercarriage, or landing gear. While most aircraft have 

a minimum of three wheels, larger aircraft require many more to support the immense 

weight. Typically, aircraft wheels are filled with nitrogen instead of air. This is because the 

pressure of nitrogen gas changes very little with changes in altitude or temperature, which 

are constantly experienced by the aircraft.  

 

2.4.6  Windshield 

The windshield on smaller aircraft is usually made from polycarbonate, a type of plastic, 

while pressurised aircrafts use a sandwich of plastic and glass layers, called a laminate, up 

to 20 mm thick. This is necessary to absorb the impact of birds, insects and other debris that 

may collide with the windshield as the airplane flies at close to the speed of sound. 
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2.4.7  Wing 

The wing provides the majority of the lift an aircraft requires for flight. Its shape is 

specifically designed for the aircraft to which it is attached. On most aircraft, the interior of 

the wing is also used to store the fuel required to power the engines. 

 

2.4.8  Winglet 

Some aircraft wings have an additional component called a winglet, which is located at the 

end of each wing. Its purpose is to reduce the drag (or air resistance) the wing produces as 

it pushes through the air. This not only allows the aircraft to fly faster, but also means it 

burns less fuel, allowing it to fly longer distances without refuelling. 

 

2.5 Operations of the Fixed Wing Aircraft  

Fixed wing aircraft consists of fuselage, wings, stabilisers, flight control surfaces (Elevator, 

Rudder and Aileron) and landing gear. It also operates on four main forces namely, thrust, 

drag, lift and weight. Understanding how these forces work and knowing how to control 

them with the use of power and flight controls are essential to a successful flight. Fig. 2.9 

(Tonti, 2014) shows the positions of the four main forces on an aircraft.  

Fig. 2.9 The Four Forces Acting on an Aircraft  
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Thrust: Thrust is the force which moves an aircraft longitudinally through the air. This 

forward acting force is produced by the power plant/propeller or rotor. It opposes or 

overcomes the force of drag. It acts parallel to the longitudinal axis. Equation (2.1) (Peixoto 

et al., 2017) explains the formula for the thrust (force) of an aircraft.  

   ( )
( )

e

e e

e

MV MV
F m V m V (2.1)

t t

  
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
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where, F = thrust, (N) 

   
e

MV = final momentum of the aircraft (kg.m/s) 

   MV

= initial momentum of the aircraft (kg.m/s) 

te
 = final time (s)  

to
 = initial time (s)  

me
* = final mass flow rate (kg/s)  

Ve = final velocity of air (m/s) 

mo
* = initial mass flow rate (kg/s)  

Vo = initial velocity of air (m/s)  

 

Drag: A rearward, retarding force caused by disruption of airflow by the wing, rotor, 

fuselage, and other protruding objects. Drag opposes thrust and acts rearward parallel to the 

relative wind. Equation (2.2) (Narasimhulu et al., 2018) shows how the drag of an aircraft 

is calculated. 

2

D

V
D C d A (2.2)

2
=     

where, D = drag (N) 

d = density of air (kg/m3)  

CD = drag coefficient, 

V = velocity of air (m/s) 

A = surface area of the wing (m2) 

 

Weight: Weight of the aircraft is the combined load of the aircraft itself, the crew, fuel, and 

cargo or baggage. Weight pulls the aircraft downward because of the force of gravity. It 

opposes lift and acts vertically downward through the aircraft’s center of gravity. Equation 

(2.3) (Von Braitn, 2014) explains the formula for the weight (force) of an aircraft.  
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W = mg (2.3)  

where, W = weight (N) 

m = total mass of aircraft (kg) 

g = acceleration due to gravity (m/s2)  

 

Lift: Lift is an aerodynamic force produced by the motion of an aircraft through the air. It 

opposes the downward force of weight produced by the dynamic effect of the air acting on 

the airfoil and acts upwards perpendicular to the flight path through the center of gravity. 

Equation (2.4) (Dole et al., 2016) is the formula for lift. 

2

L

V
L C d A (2.4)

2
=     

where, L = lift (N) 

CL = lift coefficient  

 

2.5.1   How Lift is Generated  

Lift is generated when an object changes the direction of flow of a fluid or when the fluid is 

forced to move due to the object passing through it. When the object and fluid move relative 

to each other and the object turns the fluid flow in a direction perpendicular to that flow, the 

force required to do this work creates an equal and opposite force that is called lift. The 

object may be moving through a stationary fluid, or the fluid may be flowing past a stationary 

object and these two motions are effectively identical in principle. The lift generated by an 

airfoil depends on the following factors: 

i. Speed of the airflow; 

ii. Density of the air; 

iii. Total area of the segment or airfoil; and 

iv. Angle of attack between the air and the airfoil. 

The angle of attack is the angle at which the airfoil meets the oncoming airflow or vice versa 

(Babinsky, 2015). A symmetric airfoil must have a positive angle of attack to generate 

positive lift. At a zero angle of attack, no lift is generated. At a negative angle of attack 

negative lift is generated. A cambered or nonsymmetrical airfoil may produce positive lift 

at zero, or even small negative angle of attack. However, the details of how the relative 
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movement of air and airfoil interact to produce the turning action that generates lift are 

complex. In causing lift of an angled flat plate, revolving cylinder, airfoil, etc., the flow 

meeting the leading edge of the object is forced to split, in direction over and under the 

object. The sudden change in direction over the object causes an area of low pressure to 

form behind the leading edge on the upper surface of the object. In turn, due to this pressure 

gradient and the viscosity of the fluid, the flow over the object is accelerated down along the 

upper surface of the object. At the same time, the flow forced under the object is rapidly 

slowed or stagnated causing an area of high pressure. This also causes the flow to accelerate 

along the upper surface of the object. The two sections of the fluid each leave the trailing 

edge of the object with a downward component of momentum, producing lift. Figure 2.10 

(Schade et al., 2016; Debiasi et al., 2016) shows how lift of aircraft is generated. 

 

Fig. 2.10 Generation of Lift 

Bernoulli’s principle, which explains why an airfoil develops an aerodynamic force, 

describes the relationship between internal fluid pressure and fluid velocity. It is a statement 

of the law of conservation of energy which states that energy cannot be created or destroyed 

and the amount of energy entering a system must exit in same amount. A simple tube with 

a constricted portion near the center of its length illustrates this principle. An example is 

running water through a garden hose. The mass of flow per unit area (cross-sectional area 

of tube) is the mass flow rate. In Figure 2.11 (Poulad et al., 2011), the flow into the tube is 

constant, neither accelerating nor decelerating thus, the mass flow rate through the tube must 

be the same at Stations 1, 2, and 3.  
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Fig. 2.11 Illustration of Bernoulli’s Principle 

If the cross-sectional area at any one of these stations or any given point in the tube is 

reduced, the fluid velocity must increase to maintain a constant mass flow rate to move the 

same amount of fluid through a smaller area. Fluid speeds up in direct proportion to the 

reduction in area and Venturi effect is the term used to describe this phenomenon. Equation 

(2.5) (Abrate, 2016) gives the initial and final energy per unit volume relationship. 

 

( )2 2

1 1 1 2 2 2

1 1
P + ρv +ρgh = P + ρv +ρgh 2.5

2 2                    

where, 1P  = initial pressure of fluid at the cross section (Pa) 

2P = final pressure of fluid at the cross section (Pa) 

  = density of the flowing fluid (kg/m3) 

g   = acceleration due to gravity (m/s2) 

1v  = initial mean velocity of fluid flow at the cross section (m/s)  

2v  = final mean velocity of fluid flow at the cross section (m/s) 

1h   = initial elevation head of the center of the cross section with respect to a datum   

          (m) 

2h  = final elevation head of the center of the cross section with respect to a datum  

                  (m) 

 

2.5.2  Venturi Flow  

While the amount of total energy within a closed system (the tube) does not change, the 

form of the energy may be altered. Pressure of flowing air may be compared to energy in 

that the total pressure of flowing air always remains constant unless energy is added or 

removed. Fluid flow pressure has two components: Static and dynamic pressure. Static 
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pressure is the pressure component measured in the flow but not moving with the flow as 

the pressure is measured. Static pressure is also known as the force per unit area acting on a 

surface. Dynamic pressure of flow is that component existing as a result of movement of the 

air. The sum of these two pressures is the total pressure. As air flows through the 

constriction, static pressure decreases as velocity increases. This increases dynamic 

pressure. Figure 2.12 (Qu et al., 2015) shows the bottom half of the constricted area of the 

tube, which resembles the top half of an airfoil. Even with the top half of the tube removed, 

the air still accelerates over the curved area because the upper air layers restrict the flow just 

as the top half of the constricted tube does. This acceleration causes decreased static pressure 

above the curved portion and creates a pressure differential caused by the variation of static 

and dynamic pressures (Hess, 2016). 

 

Fig. 2.12 Illustration of the Effect of Venturi Flow 

2.6 Operations of the Rotary Wing Aircraft  

The main difference between fixed-wing and rotary-wing aircraft is the way lift is generated. 

The fixed-wing aircraft as stated earlier gets its lift from a fixed airfoil surface whiles the 

rotary-wing type gets lift from rotating airfoils called rotor blades. Typically, an helicopter 

is a rotary wing aircraft. An helicopter uses two or more engine-driven rotors from which it 

gets lift and propulsion. The airfoils of an helicopter are perfectly symmetrical. This means 

that the upper and lower surfaces are shaped the same. The symmetrical airfoil is used on 

the helicopter because the center of pressure across its surface is fixed. On the fixed-wing 

airfoil, the center of pressure moves fore and aft, along the chord line, with changes in the 

angle of attack. If this type of airfoil were used on a rotary-wing aircraft, it would cause the 

rotor blades to jump around (dive and climb) uncontrollably (Anon., 2016). With the 
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symmetrical airfoil, this undesirable effect is removed. The airfoil, when rotated, travels 

smoothly through the air. The main rotor of a helicopter consists of two or more rotor blades.  

Lift is generated by rotating the blades through the air at a high. Lift may be changed by 

increasing the angle of attack or pitch of the rotor blades. When the rotor is turning and the 

blades are at zero angle (flat pitch), no lift is developed. This feature provides the pilot with 

complete control of the lift developed by the rotor blades. A pilot controls the direction of 

flight of the helicopter by tilting the main rotor. If the rotor is tilted forward, the force 

developed by the rotor is directed downward and aft. Applying Newton's third law of motion 

(action and reaction are equal), lift will be developed in an upward and forward direction, 

and the helicopter will tend to rise and move forward. From this, the pilot can move the 

helicopter forward or rearward, or to the right or left, simply by tilting the main rotor in the 

desired direction. The helicopter can move in any direction, with or without forward 

movement. Fig. 2.13 (Badick et al., 2016) shows the directions of the four main forces on 

the helicopter. 

 

 

 

Fig. 2.13 The Four Forces on an Helicopter 

 

An helicopter has the ability to remain in one spot in the air with little or no movement in 

any direction (hovering). This is done by equalising all the four forces acting on the 

helicopter (lift, drag, weight, and thrust). This action also allows an helicopter to take off or 

land without a runway.  As the helicopter's main rotor turns in one direction, the body 

(fuselage) of the helicopter tends to rotate in the opposite direction (Newton's third law). 
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This is known as torque reaction. In a single main rotor helicopter, the usual way of getting 

rid of torque reaction is by using a tailed rotor (anti-torque rotor). This rotor is mounted 

vertically on the outer portion of the helicopter's tail section. The tail rotor produces thrust 

in the opposite direction of the torque reaction developed by the main rotor (Coban et al., 

2017).  

 

2.7 Aircraft Landing Gear 

 

Aircraft landing gear is the undercarriage of an aircraft or spacecraft and may be used for 

either takeoff or landing. The landing gear supports the aircraft when it is not flying, 

allowing it to take off, land, and taxi without damage. Wheels are typically used but skids, 

skis, floats or a combination of these and other elements can be deployed depending on the 

surface and on whether the aircraft only operates vertically or is able to taxi along the surface 

(Petrescu et al., 2017). Faster aircraft usually have retractable undercarriages, which fold 

away during flight to reduce air resistance or drag (Wen, 2009). Fig. 2.14 (Keane et al., 

2017) shows the landing gear of an aircraft. 

 

Fig. 2.14 The Aircraft Landing Gear  

 

2.8 Aircraft Autopilot System 

An autopilot is a flight control system that allows a pilot to fly an airplane without 

continuous hands-on control of the airplane (Anon., 2015; Ferreira et al., 2018). It allows 

the pilot to focus on higher-order tasks such as navigating, communicating with air traffic 

control, planning for weather contingencies and rerouting associated with any kind of 
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emergency circumstance. An AAS works by sending signals to the flight control system. 

The pilots input what type of mode they want, like a heading hold mode or an altitude hold 

mode. If the pilots want to hold a specific altitude, or the height of the plane, they could 

designate that as well. More sophisticated autopilot systems can actually maintain a 

navigational course. Pilots do three things when they fly the airplane: they aviate, that is 

actual hands-on, stick-and-rudder control; they navigate, which is actually planning a route 

or course and thirdly, they communicate. Pilots have to communicate with Air Traffic 

Control (ATC), look at on-board systems to maintain the status of the mechanical 

components of the aircraft, and plan for weather contingencies. The autopilot performs one 

of those three tasks and alleviates the pilot from actually aviating. Fig. 2.15 (Wargo et al., 

2014) shows the location of the autopilot system for a typical trainer aircraft.  

 

 

Fig. 2.15 Trainer Aircraft depicting Location of the Autopilot System 

  

A typical AAS comprises mainly sensors subsystem, computer and controls and the loads. 

There are numerous sensors that are used to measure the operating parameters of the aircraft. 

The computer and controls see to the manipulation of the operating parameters of the aircraft 

and then send signals to the controls to operate the loads. The loads are the elevator, aileron, 

rudder and aircraft trim system. They are used for safe and smooth operation of the aircraft. 

Figure 2.16  (Akyürek, 2016) shows the block diagram of an AAS.  
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Fig. 2.16 Block Diagram of an Aircraft Autopilot System 

2.8.1  Sensors Subsystem 

The sensors subsystem comprises sensors, gyroscope and the air data computer. 

Sensors  

Sensors are used to send data to the autopilot computer, which processes the information 

and transmits its output signals to the servo to move the control surfaces and also change 

the attitude of the aircraft (Goupil, 2011; Ribeiro and Oliveira, 2010).  

 

Gyroscope  

Normally, the typical mechanical gyroscope is considered a motorised gyroscope. Its 

angular momentum interacts with the force produced by the earth’s rotation to maintain a 

north-south orientation of the gyroscopic spin axis, thereby providing a stable directional 

reference (Chen et al., 2012). Recent research however has rendered the MEMS gyroscope 

as a potential alternative to the hitherto usable mechanical type. 

 

Air data computer 

Air data computer is an electronic digital computer in aircrafts that senses or computes static 

and pitot pressure, outside air and total air temperature. Air Data’s line of Air Data Computer 

(ADC) are designed to measure and compute navigation parameters in aircraft, high speed 

military trainers, helicopters and Unmanned Aerial Vehicles (UAV). Parameters such as 

pressure, altitude, baro-corrected altitude, altitude rate of change, computed and true 

airspeeds, mach number and static air temperature are computed. A comprehensive Built-in 

Test (BiT) function that provides high-reliability fault detection and isolation capability is 
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also one of its features. It is extremely robust and provides standard pitot and static tubing 

interface (Karlgaard et al., 2017).  

2.8.2  Computer and Controls Subsystem 

The subsystem is made up of the autopilot computer and controller. 

Autopilot computer  

The heart of a modern Automatic Flight Control System (AFCS) is a computer with several 

high-speed processors. To gather the intelligence required to control the aircraft, the 

processors communicate with sensors located on the major control surfaces. They also 

collect data from other aircraft systems and equipment, including gyroscopes, 

accelerometers, altimeters, compasses and airspeed indicators. The processors in the AFCS 

then take the input data and, using complex calculations, compare it to a set of control 

modes. A control mode is a setting entered by the pilot that defines a specific detail of the 

flight. There are also control modes that maintain airspeed, heading and flight path. These 

calculations determine if the aircraft is obeying the commands set up in the control modes. 

The processors then send signals to various servomechanism units (Peck et al., 2015). 

Autopilot controller  

An autopilot controller is a device that keeps aircraft moving in a particular direction without 

human involvement. An AFCS works by sending signals to the flight control system. The 

pilot inputs what type of mode is required, like a heading hold mode or an altitude hold 

mode. To hold a specific heading, or direction, the pilot pushes a button and specifies some 

values like 3-6-0 for north or 1-8-0 for south. If the pilots want to hold a specific altitude, 

or the height of the aircraft, they could designate that as well. The pilot selects each 

maneuver and makes small inputs into an autopilot controller (Sarter et al., 2015). 

 

2.8.3  Loads Subsystem 

A servomechanism, is a device that provides mechanical control at a distance. One servo 

exists for each control surface included in the autopilot system. The servos take the 

computer's instructions and use motors or hydraulics to move the aircraft's control surfaces, 

making sure the aircraft maintains its proper course and attitude. The pitch, roll, yaw servos 

and the aircraft trim system constitute the load subsystem. 

 

 

https://computer.howstuffworks.com/pc.htm
https://science.howstuffworks.com/transport/flight/modern/airplanes.htm
https://science.howstuffworks.com/gyroscope.htm
https://adventure.howstuffworks.com/outdoor-activities/hiking/compass.htm
https://electronics.howstuffworks.com/motor.htm
https://science.howstuffworks.com/transport/engines-equipment/hydraulic.htm
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Pitch servo (Elevator)  

The elevator is a moveable part of the horizontal stabiliser, hinged to the back of the fixed 

part of the horizontal tail. The elevators move up and down together with the help of the 

pitch servo. When the pilot pulls the stick backward, the elevators go up. Pushing the stick 

forward causes the elevators to go down. Raised elevators push down on the tail and cause 

the nose to pitch up. This makes the wings fly at a higher angle of attack, which generates 

more lift and more drag. Centering the stick returns the elevators to neutral and stops the 

change of pitch (Hamel, 2017). Fig. 2.17 (Laith, 2018) gives the pitch servo control system 

and Equation (2.6) (Kumar and Dahiya, 2016) the transfer function of the pitch servo.  

( )

( )
θ

1e

sθ s sN

δ s D
=

a

s + a

Pitch 

Rate

Output
Input

Ref.
+

-

( )s

    Elevator

Servo

θK
( )θ( )Cθ

Pitch

      Controller Elevator

 

Fig. 2.17 Control System of the Pitch Servo 
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where, ⸹e = elevator deflection angle, (rad or deg) 

v = input voltage, (volt) 

ka = elevator servo gain 

τ = servomotor time constant 

 

Roll servo (Aileron)  

Ailerons are mounted on the trailing edge of each wing near the wingtips and move in 

opposite directions by the roll servo. When the pilot moves the stick to the left, the aileron 

on the left wing goes up and the aileron on the right wing goes down. A raised aileron 

reduces lift on that wing where it is located and a lowered one increases the lift, so moving 

the stick left causes the left wing to drop and the right wing to rise. This causes the aircraft 

to roll to the left and begin to turn to the left. Centering the stick returns the ailerons to 

neutral position. The aircraft will continue to turn until opposite aileron motion returns the 

bank angle to zero to fly straight. Fig. 2.18 (Minoura et al., 2009) shows the control system 



28 

 

of the roll servo and Equation (2.7) (Saeed et al., 2015) gives the transfer function of the 

roll servo. 
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Fig. 2.18 Control System of the Roll Servo 
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where, ϕ = roll angle (deg) 

  ⸹a = aileron deflection angle (deg) 

                J   = moment of inertia about the roll axis (kg m2)  

  S = platform area (m2) 

 b = wing span (m) 

 q = dynamic pressure (N/m2) 

        
pl

C = stability derivative representing damping in roll (/rad) 

        
alC


= stability derivatives representing the rolling moment due to aileron deflection  

                   angle (deg)  

 

Yaw servo (Rudder)  

The rudder is typically mounted on the trailing edge of the vertical stabiliser, part of the 

empennage. When the pilot pushes the left pedal, the rudder deflects left by taking command 

from the yaw servo. Pushing the right pedal causes the rudder to deflect right. Deflecting 

the rudder to the right pushes the tail of aircraft left and causes the nose to yaw to the right. 

Centering the rudder pedals returns the rudder to neutral and stops the yaw. The control 

system of the yaw servo is presented in Fig. 2.19 (Ramesh et al., 2012) and the 

corresponding transfer function is given by Equation (2.8) (Huajun et al., 2012).  
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Fig. 2.19 Control System of the Yaw Servo  
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where, ⸹e = rudder deflection angle (deg) 

v = input voltage (volt) 

τ = servomotor time constant 

kr = rudder servo gain 

 

Aircraft trim system  

These are small surfaces connected to the trailing edge of a larger control surface on 

aircrafts, used to counteract hydro or aerodynamic forces and stabilise the aircraft in a 

particular desired attitude without the need for the pilot to constantly apply a control force. 

This is done by adjusting the angle of the trim tab relative to the larger surface. Changing 

the setting of the trim tab adjusts the neutral or resting position of a control surface (such as 

an elevator or rudder). 

 

2.9 Microelectromechanical System Gyroscopes  

Microelectromechanical System (MEMS) gyroscopes are devices within the scale of 1 mm 

to 1µm that combine electrical components with mechanical systems which use vibrating 

mechanical elements as a sensing element for detecting angular velocity (Valadeiro et al., 

2016). They do not have rotating parts that require bearings and this allows an easy 

miniaturisation and the use of advanced manufacturing techniques. MEMS gyroscopes are 

fabricated using micromachining techniques and do not rely on a spinning rotor as used in 

conventional mechanical gyroscopes because fabricating rotating parts with significant 

https://en.wikipedia.org/wiki/Flight_control_surfaces
https://en.wikipedia.org/wiki/Aircraft
https://en.wikipedia.org/wiki/Orientation_(geometry)
https://en.wikipedia.org/wiki/Elevator_(aircraft)


30 

 

useful mass is difficult at the micro level. All MEMS gyroscopes with a vibrating element 

are based on the transfer of energy between two vibration modes caused by the acceleration 

of Coriolis. The Coriolis acceleration, proportional to the angular velocity is an apparent 

acceleration that is observed in a rotating frame of reference (Zhanshe et al., 2015). The 

advent of MEMS technology has directly enabled the development of low-cost, low-power 

sensors and actuators, which are rapidly replacing their macroscopic scale equivalents in 

many traditional applications most notably, Inertial Measurement Units (IMUs).  

 A MEMS gyroscope is a sensor that measures the rate of change in the angular position of 

an object. Majority of MEMS gyroscopes use vibrating mechanical elements to sense 

angular velocity. A MEMS vibratory gyroscope can be simply visualised as a two DoF (2-

DoF) spring-mass-damper system as shown in Fig. 2.20.  

 

 

Fig. 2.20 Schematic Illustration of the MEMS Vibratory Gyroscope as a 2-DoF  

   Spring-Mass-Damper System 

 

At the core, it has a vibrating mass (proof mass). The proof mass is suspended above the 

substrate by use of flexible beams, which also work as mechanical springs. In most MEMS 

vibratory gyroscopes, the proof mass is subjected to vibration at resonance frequency by the 

use of an electrostatic force ( Fd ) causing movement in the drive direction (Kumar and 

Hemalatha, 2015). When the gyroscope as a sensor experiences an angular rotation, a 

Coriolis force is induced in the direction orthogonal to both the drive direction (x) and 

angular rotation axis (z). Coriolis effect is the deflection of moving objects when they are 

viewed in a rotating reference frame. Equation (2.9) gives the Coriolis force (Zeitlin, 2016).  
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                    F 2 (2.9)m v=    

where, F = Coriolis force (N/kg) 

   m = mass of object (kg) 

   Ω = angular speed of rotation (rad/s) 

    v = horizontal speed (m/s) 

This rotation-induced Coriolis force causes an energy transfer between the drive mode and 

the sense mode. The proof mass movement caused by the Coriolis force in the sensed 

direction (y) is proportional to the applied angular rotation and can be measured with 

differential capacitance techniques by the use of interdigitated comb electrodes. An example 

of such construction of MEMS vibratory gyroscope is shown schematically in Fig. 2.21 

(Kwon et al., 2017).  

 

 

Fig. 2.21 Constructional Features of a MEMS Vibratory Gyroscope 

 

In some cases, a MEMS gyroscope has two proof masses placed on either side that are 

driven in opposite directions causing the Coriolis force induced on the two masses to be in 

opposite directions. Fig. 2.22 (Sun and Xie, 2017) depicts the two proof mass type of the 

MEMS vibratory gyroscope.  
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Fig. 2.22 Two Proof Mass-Spring-Damper System Type of MEMS Vibratory 

Gyroscope 

 

This arrangement helps to nullify the external inertial inputs caused by undesirable ambient 

vibration and shock. These types of gyroscopes can be used for inertial navigation where 

single-axis MEMS vibratory gyroscopes are combined and mounted on three Cartesian 

directions (i.e., X, Y and Z) with other electronic components. This tracking system requires 

robust and accurate gyroscopes, the performance of which should be maintained within a 

desired specific range over a specified time period (Patel and McCluskey, 2016). 

 

2.9.1  Degrees of Freedom of MEMS Vibratory Gyroscopes 

In order to derive the equation of motion for a MEMS vibratory gyroscope, the system is 

represented by a spring-mass-damper system. Since the movement of gyroscope structure 

is modelled while it rotates, motion equations can be represented based on a stationary 

(gyroscope frame) and non-stationary frame (inertial frame) (Kwon et al., 2017). The 

spring-mass-damper system is initially observed with respect to the gyroscope frame. Once 

the motion equations have been established, these equations are derived with respect to the 

inertial frame. Up to four DoF of the MEMS vibratory gyroscope have been reported in the 

literature and these are presented in Fig. 2.23 (Ivanova et al., 2013). 
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a. Four Degrees of Freedom    b. Three Degrees of Freedom 

 

 

 

 

 

 

 

 

 

 

c. Two Degrees of Freedom    d. Single Degree of Freedom  

      

Fig. 2.23 The Degrees of Freedom of a MEMS Vibratory Gyroscope 

 

Four degrees of freedom design  

The Four DoF (4-DOF) system is designed with three interconnected proof masses, which 

provide flexibility in defining the drive and sense mode dynamical parameters (Fig. 2.23a). 

The approach is based on utilising 2-DoF drive and sense direction oscillators, that form a 

4-DoF dynamical system in contrast to the conventional gyroscope approach with a 2-DoF 

overall dynamical system. This system can be found in applications such as in the 

automobile industry, electronics and inertial navigation systems for tactical weapons. 

Specifically, the DoF are heave, roll, pitch and yaw. 
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Three degrees of freedom design 

The aim of a Three DoF design concept is to utilise resonance in either the drive mode or 

the sense mode, to improve sensitivity while maintaining the robust operational 

characteristics. A structurally decoupled 2-DoF and single DoF (1-DoF) oscillators are 

formed in the drive and sense modes (Fig. 2.23b). In the 3-DoF system with 2-DoF drive 

mode, the wideband region is achieved in the drive-mode frequency response and the device 

is operated at resonance in the drive mode. This allows utilisation of well-proven drive mode 

control techniques, while providing robust gain and phase in the sense mode. By utilising 

dynamic amplification in the drive mode, large oscillation amplitudes of the sensing element 

is achieved with small actuation amplitudes, providing improved linearity and stability even 

with parallel plate actuation. Applications of this system can be found in aerospace, down-

hole drilling and high-temperature industrial applications. Specifically, the DoF are roll, 

pitch and yaw. 

 

Two degrees of freedom design 

In the 2-DoF MEMS vibratory gyroscope, the proof mass is free to oscillate in two 

orthogonal directions: the drive – direction, x and the sense – direction, y (Fig. 2.23c). An 

external sinusoidal force, generally, the electrostatic force is applied by comb-drive 

structures that put the proof mass into resonance in the drive direction. When the gyroscope 

performs angular rotation, the Coriolis force is induced in the y direction. If the drive and 

sense resonant frequencies are matched, the Coriolis force excites the system into resonance 

in the sense direction. The resulting amplitude of oscillation in the sense direction is 

proportional to the Coriolis force and the angular velocity to be measured. The sense 

direction oscillation is detected by air-gap capacitors. Maximum possible gain is achieved 

when the gyroscopes are designed to operate at or near the peak operation. This is achieved 

by matching drive and sense resonant frequencies. Some applications of this system are deep 

energy exploration, navigation and tracking.  

 

Single degree of freedom design 

1-DoF system is a spring-mass-damper system in which the spring has no damping or mass, 

the mass has no stiffness or damping, the damper has no stiffness or mass. But the mass is 

allowed to move in only one direction (Fig. 2.23d). The horizontal vibrations of a single-

storey building can be conveniently modelled as a 1-DoF system. It can be used in automatic 

door locks.  
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The equations of motion for the spring-mass-damper system with respect to the gyroscope 

frame can be represented as in Equations (2.10) and (2.11) (Hakan and Yaralioglu, 2017).  

                                                      

(2.10)

0 (2.11)

ma c v k x Fx x x x d

ma c v k yy y y y

+ + =

+ + =

 

 

where m = mass of the vibrating structure (kg) 

          cx = damping coefficient in the drive direction (Ns/m) 

          cy = damping coefficient in the sense direction (Ns/m) 

          kx = beam stiffness in the drive direction (N/m) 

          ky = beam stiffness in the sense direction (N/m)  

          ax = acceleration component in the drive direction (m/s2) 

          ay = acceleration component in the sense direction (m/s2) 

         vx = velocity component in the drive direction (m/s) 

         vy = velocity component in the sense direction (m/s) 

         Fd = electrostatic force applied by the drive comb (N) 

If these equations are viewed from an inertial frame, according to Hakan and Yaralioglu 

(2017), they can be represented by Equations (2.12) and (2.13), respectively. 

 

                                               

m 2 (2.12)

m 2 (2.13)

x c x k x F m yx x d
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The 2mΩẏ and 2mΩẋ are the rotation-induced Coriolis terms. When the gyroscope starts 

vibrating in the drive direction and experiences external angular rotation, these Coriolis 

terms cause dynamic coupling between the drive and sense modes of vibration, and the 

suspended proof mass starts to vibrate in the sense direction as a result of the coupling. 

Furthermore, parasitic coupling between the drive and sense axes introduces unwanted bias 

(offset) errors due to deterministic or stochastic noise sources. As a consequence, if the 

orientation of the platform to which a vibrating body is attached is changed, the vibrating 
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body will exert a force on the platform. This force can be measured and can be used to find 

the output of the gyroscope.  

The advantages of MEMS vibratory gyroscopes include the following (Passaro et al., 2017): 

i. Extremely space efficient: Available in the form of chips, so they can be fitted 

on electronic circuits; 

ii. Adequate performance: As the technology is evolving, the performance accuracy 

of MEMS vibratory gyroscopes is also improving; 

iii. No moving components hence, completely maintenance free; and  

iv. Available at a fraction of the cost of rotary and optical gyroscopes. 

The demerits of MEMS vibratory gyroscopes are (Xie and Fedder, 2016): 

i. Plant establishment requires huge investment; 

ii. Micro components are costly; 

iii. Prior knowledge is required to handle them; and 

iv. Procedure for design is complex. 

Despite the disadvantages, MEMS vibratory gyroscopes measure angular rotations about 

specific axes with respect to an inertial reference frame and have found broad applications 

in aircrafts, automotive (rollover detection, anti-sliding control, and GPS), consumer 

electronics (game consoles, camera image stabilisation, cell phone, and 3-D mouse) and 

medical device applications. 

2.9.2 Characterisation of MEMS Vibratory Gyroscopes 

MEMS vibratory gyroscopes are associated with a number of parameters which are 

important with regard to selection for an application. Table 2.1 gives the important 

parameters usually directed in a typical data sheet of a MEMS vibratory gyroscope. 

 

SN Parameter Symbol Value 

1. Scale Factor (mv/(°/s))       g i.SFerr 15.7 

2. Bias Error (°/h)       g i.Berr 56.18 

3. Repeatability of Scale Factor (ppm)       g i.SFrep 14.36 

4. Resolution (°/s)       g iRe. 0.008 

5. Noise Floor (°/h/√Hz)       g i.NF 13.72 

6. Temperature Sensitivity of Scale Factor (ppm/°C)       g i.SFTS 1086.01 

7. Input Angular Rate Limit (°/s)       g i.ARil ±500 

8. Linearity Error of Scale Factor (%)       g i.SFlerr 0.5 

9. Asymmetry of Scale Factor (%)       g i.SFsym 0.039 

10. Repeatability Bias (°/h)       g i.Brep 65.59 

    (Source: Sarruda, 2011; Yan et al., 2012) 

     Table 2.1 A Typical Data Sheet of MEMS Vibratory Gyroscope  
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2.9.3 The MEMS Vibratory Gyroscope in Aircraft Autopilot Systems  

Flight control systems in modern aircraft are fly-by-computer systems. Sensors are integral 

to the instrument systems on board aircraft, including flight, engine and navigation 

instruments. Signals from sensors monitoring the thrust levers, pedals and flight stick are 

received by a flight management system that controls engine power and actuates control 

surfaces such as ailerons and flaps. Sensors play a critical role in providing the data 

necessary for safe and effective aircraft operation by the pilot and automated control 

systems. Gyroscopes are used for heading indication as well as controlling common flight 

instruments like turn and attitude indicators.  MEMS vibratory gyroscopes on the other hand 

detect changes in the capacitance or voltage of a piezoelectric material as it oscillates or 

vibrates. Attitude Heading and Reference Systems (AHRS) receive data from MEMS 

vibratory gyroscopes and display attitude information such as roll, pitch and yaw in addition 

to aircraft heading. This is as a result of the ADCs which output data to the autopilot system 

(Dalldorff et al., 2013; Tomayko, 2017). 

 

2.9.4 Faults of the MEMS Vibratory Gyroscope in Aircraft Autopilot Systems  

A number of researches have centered generally on faults of gyroscopes in AASs. Notable 

of these researches are those concerned with analysis of faults due to bias, random drift, 

systematic drift, lag, gain degradation and floating of vertical gyroscopes (Jinhui and Jiang 

2011); detection and isolation of sensor and surface/actuator failures affecting Kalman filter 

innovations in an UAV dynamic model (Caliskan and Hacizade 2017); detection and 

isolation of input sensor faults of a PIPER PA30 longitudinal aircraft characterised by a 

nonlinear model in the presence of wind gust disturbance and measurement errors (Singh 

and Murthy, 2015); sensor bias, jamming, disconnection and aileron and other control 

surface faults were detected and isolated by using knowledge of the aircraft’s dynamics 

(Eykeren et al., 2012); actuator failure detection and fault-tolerant control of a fixed-wing 

unmanned aerial aircraft using longitudinal and lateral PID control structures in combination 

with sequential least squares (Jimoh et al., 2017). On the other hand, contributions of MEMS 

vibratory gyroscope faults to AAS failures involve the following:  Faults due to angular rate 

resolution, inconsistent measurement repeatability, lack of accuracy, random bias instability 

and long term drift. These faults still limit deployment of the gyroscope in a variety of field 

applications where autonomous and repeatable operations are required over extended time 

and varying environments.  
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Bias: This is the apparent output of the rotation sensor for zero input rate assuming specific 

fixed operational conditions (e.g. temperature). It is expressed in deg/s or deg/hour units. A 

major source of bias error in MEMS vibratory gyroscopes is mechanical quadrature ie. the 

undesired sense-mode vibration caused by fabrication imperfections. While phase-sensitive 

demodulation suppresses the quadrature signal by several orders of magnitude, minute phase 

drifts called quadrature spill over error are inherent in the system. This is erroneous change 

of bias due to the partially unsuppressed quadrature. Random noise and drift effects are 

often referred to as bias. 

 

Bias stability: This is a measure of the gyroscope’s output stability over a length of time, 

and it is a fundamental performance metric for all gyroscope types including those of 

MEMS. Bias stability is measured after the device is turned on and for a particular length of 

time. This variable provides a measure of drift of the output offset value over time. Bias 

instability is best measured using the Allan Variance Measurement Technique (AVMT) 

(Passaro et al., 2017). Many applications, including autonomous vehicle navigation, require 

higher bias stability for excellent performance. 

 

Angular rate resolution: Gyroscope resolution defines the minimum change in input 

required to produce a measurable change in output. The white noise of the device limits the 

resolution; therefore, the resolution can be determined by measuring the standard deviation 

of the white noise. White noise is a type of noise that is produced by combining sounds of 

all different frequencies together.  

 

Bandwidth: The bandwidth of a gyroscope measures how many measurements can be made 

per second. It is the range of frequencies of the angular rate input that the gyroscope can 

detect. It indicates the range of input frequencies for which the input-output relation is 

preserved.  

 

2.10 Review of Related Works on Mitigation of Faults of MEMS Vibratory 

            Gyroscopes in Aircraft Autopilot Systems 

 

MEMS vibratory gyroscopes are associated with a number of faults that affect their output 

performance. Table 2.2 presents a review of the related works of faults associated with 

MEMS vibratory gyroscope. 
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  Table 2.2 Review of Related Works on Faults of MEMS Vibratory Gyroscopes 

SN Author Title of Paper Contribution Limitation 

1. 
Shen et al. 

(2016). 

A Noise Reduction 

Method for Dual-mass 

Micro-

Electromechanical 

Gyroscopes based on 

Sample Entropy 

Empirical Mode 

Decomposition and 

Time-Frequency Peak 

Filtering. 

Use of sample 

entropy empirical 

mode decomposition 

(SEEMD) was 

proposed to filter out 

various noise. 

Temperature 

effects reduction 

was not 

considered. 

2. 
Jimoh et 

al. (2017). 

PI-based Fault Tolerant 

Control for Fixed-wing 

UAVs using Control 

Allocation. 

Use of PID control to 

overcome actuator 

failures for good 

stability and 

performance of 

UAVs. 

Fuzzy-PID and 

ANFIS as better 

controllers were 

not considered for 

faults mitigation. 

3. 
Ma et al. 

(2020). 

A Temperature Error 

Parallel Processing 

Model for MEMS 

Gyroscope based on a 

Novel Fusion 

Algorithm 

Use of fusion algori- 

thm to improve upon 

the mitigation of tem- 

perature drift effect 

on MEMS 

gyroscopes.  

Noise effect was 

not considered. 

4. 
Xing et al. 

(2017). 

Modelling and 

Compensating of 

Random Drift of 

MEMS Vibratory 

Gyroscope based on 

Least Squares Support 

Vector Machine 

Optimised by Chaotic 

Particle Swarm 

Optimisation. 

Improvement of 

MEMS gyroscope 

precision by wavelet 

filtering of noise and 

random drift data 

reconstruction. 

Temperature and 

noise effects on 

MEMS vibratory 

gyroscope were 

not considered. 

5. 
Liang et 

al. (2019). 

A Method for Real-time 

Suppression of In-phase 

Error of Silicon Micro 

Gyroscopes. 

Experimental 

suppression of real 

time in-phase error of 

micro gyroscope due 

to sensor noise.  

Temperature 

effects 

suppression 

combined with 

that of the sensor 

noise based in-

phase error was 

not studied. 

6. 
Rafiee et 

al. (2017). 

A Review of the Most 

Important Failure, 

Reliability and Nonli-

nearity Aspects in the 

Development of 

Microelectromechanical 

System (MEMS) 

Studied the nonlinear 

behaviour of silicon 

MEMS gyroscope. 

Temperature and 

noise effects of 

MEMS gyroscope 

were not consi-

dered. 
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   Table 2.2 Cont’d  

7. 

Patel and 

McCluskey 

(2016). 

Performance of MEMS 

Vibratory Gyroscopes 

in Harsh Environments. 

Clarified the effects 

of harsh 

environments such as 

temperature and 

humidity on MEMS 

vibratory gyroscope. 

The effect of 

noise was not 

investigated. 

8. 
Tkalich et 

al. (2018). 

Analysis of Errors in 

Micromechanical 

Devices. 

Modelling of static 

errors to improve 

accuracy of 

micromechanical 

devices. 

Dynamic errors 

were not 

considered. 

9. 
Jaiswal et 

al. (2016). 

Adaptive Gyroscope 

Drift Compensation 

based on Temporal 

Noise Modelling. 

Use of adaptive bias 

correction method to 

compensate random 

and static bias errors. 

Temperature and 

noise were not 

considered. 

10. 
Gu et al. 

(2019). 

MEMS Gyroscope Bias 

Drift Self-Calibration 

based on Noise-

Suppressed Mode 

Reversal. 

Proposed a bias drift 

self-calibration 

method for MEMS 

gyroscopes based on 

noise-suppressed 

mode reversal 

without mode- 

lling bias drift signal. 

Temperature 

effect suppression 

were not 

considered. 

11. 
Ting et al. 

(2018). 

Modelling of Structural 

and Environmental 

Effects on 

Microelectromechanical 

(MEMS) Vibratory 

Gyroscopes. 

Investigated stiffness, 

damping and 

temperature effects 

on MEMS vibratory 

gyroscope 

performance.  

Noise was not 

considered. 

12. 
Hu et al. 

(2018). 

A Temperature Compe- 

nsation Method of 

Measuring Frequency 

for Cylindrical Vibra- 

tory Gyroscope in Freq- 

uency Split Trimming. 

Development of a 

temperature 

compensation model.  

Noise was not 

considered. 

13. 
Feng et al. 

(2018). 

System Reliability 

Analysis of MEMS 

Gyroscope with 

Multiple Failure 

Modes. 

Use of failure 

mechanism, process 

and mode correlation 

to determine MEMS 

gyroscope reliability. 

Temperature and 

noise effects were 

not considered.  

14. 
Takala et 

al. (2012). 

Bias Prediction for 

MEMS Gyroscopes. 

Kalman filter 

prediction of MEMS 

vibratory gyroscope 

future bias. 

The effect of 

temperature was 

not considered. 

15. 

Zhiqiang 

and Zheng 

(2011). 

Disturbance Rejection 

in MEMS Gyroscope: 

Problems and 

Solutions. 

Summarised practical 

applications of the 

Active Disturbance 

Rejection Control 

(ADRC) of MEMS 

vibratory gyroscopes. 

Temperature and 

noise rejection 

control were not 

considered.  



41 

 

Recent developments on “faults” mitigation of MEMS vibratory gyroscopes are quite 

varied. Some of these measures however, could not consider temperature mitigation such as 

in the work on sample entropy empirical mode decomposition (Shen et al., 2016), bias drift 

self-calibration for noise suppression without the bias drift signal modelling (Gu et al., 

2019) and Kalman filter prediction of noise (Takala et al., 2012). Similar research could not 

mitigate noise effects, notably, use of fusion algorithm to enhance temperature drift effect 

mitigation (Ma et al., 2020) in the performance of the gyroscope in harsh environments 

(Patel and McCluskey, 2016), investigation of stiffness, damping and temperature effects 

(Ting et al., 2018), temperature compensation model development of frequency 

measurement (Hu et al., 2018). Still in the literature, there are works that neither 

compensated temperature nor noise. Chiefly, in this category were works on compensation 

of random drift using Artificial Intelligence (AI) techniques (Xing et al., 2017), 

experimental suppression of in phase error (Liang et al., 2019),  review of major reliability 

and nonlinearity challenges of MEMS structures (Rafiee et al., 2017), random and static 

bias errors compensation (Jaiswal et al., 2016), multiple failure mode based system 

reliability analysis (Feng et al., 2018) and practical applications of ADRC (Zhiqiang and 

Zhen, 2011). 

An investigation of the combined effects of temperature and noise on the performance of 

the AAS will not only be relevant to the concept of safety in the aviation industry, but also, 

enhance the possibility of deploying the MEMS vibratory gyroscope as an angular rate 

sensor in AAS. 

 

2.11 Summary and Research Gap 

This chapter elaborated on the history of aviation, the types of aircraft, their principles of 

operation and also the forces acting on them. The AAS was also captured followed by the 

behaviour of the gyroscopes in the AAS. The DoF were explained and the 4-DoF of 

gyroscopes were elucidated. The chapter covered a review of related works on MEMS 

vibratory gyroscopes. After an extensive review, it became clear that no work had been done 

to mitigate the effects of faults of MEMS vibratory gyroscopes due to a combination of 

temperature and noise, on the AAS. In other words, possible MEMS vibratory gyroscope-

related faults contributions as a result of temperature and noise to AAS failures have not 

been studied. This serves as enormous motivation for this research. 
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CHAPTER 3 

MODELLING AND SIMULATION OF THE MEMS VIBRATORY GYROSCOPE 

 

3.1 Introduction 

The gyroscope is one of the most important components in aircraft instrumentation systems. 

In this research, the MEMS vibratory gyroscope is considered for deployment in the AAS. 

Mathematical modelling of the MEMS vibratory gyroscope is executed and simulations are 

conducted using MATLAB Simulink software. Flowchart of the modelling and simulation 

process of the MEMS vibratory gyroscope is shown in Fig. 3.1. 

 

Start

Mathematical Modelling

Lagrange-based Dynamic Equations 

for Drive  and Sense Modes

Temperature 

Effects Modelling

Noise Effects 

Modelling 

Investigation of MEMS Vibratory Gyroscopes 

using Seven Input Angular Rates

Satisfactory 

MEMS Gyroscope 

Response Achieved Under 

the Disturbances?

Modelling and Simulation of the MEMS 

Vibratory Gyroscope is Implemented 

End

Yes

No

Lumped 

Mass-Spring-Damper 

Model Obtained?

Yes

No

Investigation of Input Temperature and Noise 

Effects at 12.5 dps and 30 dps

Satisfactory  

Angular 

Rate Response 

Obtained?

Yes

No

 

Fig. 3.1 A Flowchart of the Methodology for the Modelling and Simulation of MEMS 

              Vibratory Gyroscope 
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3.2 Overview of MATLAB/Simulink Software  

MATLAB is a programming language designed for solving complex technical problems in 

the science and engineering community. The advantage MATLAB has over other software 

is its ability to incorporate extensions with add-on toolboxes that are oriented towards a 

particular field of study. The graphical programming language Simulink is an extension of 

MATLAB, which is intended for dynamic system investigation. Presumably, the system 

under study is reorganised as functional diagrams, which consist of equivalent blocks by 

their functions, to the program blocks that are included in the Simulink library. The blocks 

in Simulink use click and drag to make a model of the actual system (Perelmuter, 2015).  

.  

3.3  Mathematical Modelling of the MEMS Vibratory Gyroscope 

The operation of MEMS vibratory gyroscopes is based on the energy transfer of two 

perpendicular vibrational modes due to Coriolis effect.  This working principle is based on 

the transfer of energy between the drive and sense modes as a result of Coriolis acceleration 

corresponding to input angular velocity. In the drive mode, the vibrating mass is oscillated 

at a constant amplitude and in the sense mode the orthogonal oscillation of sense mass due 

to input angular velocity is measured. The drive mode actuation and sense mode oscillation 

detection in MEMS vibratory gyroscopes is generally carried out using electrostatic 

transduction mechanisms due to their low-input power requirement. However, the output 

displacement of electrostatic actuators is low. Compared with conventional gyroscopes, the 

MEMS vibratory gyroscope demonstrates such advantages as lower cost, smaller size and 

lower power consumption which enable it to have broad application prospects in the military 

and civil fields such as Unmanned Aerial Vehicles (UAVs), and interactive consumer 

electronics including gaming consoles, mobile phones, and image stabilisation in cameras 

(Toyoda et al., 2015). 

Inherent design drawbacks of a two single DoF MEMS vibratory gyroscope include narrow 

working mode bandwidth and poor dynamic stability and measurement accuracy due to 

inconsistent sensitivity (Minotti et al., 2017; Wang et al., 2014). It is assumed that the 

performance of the multi-DoF MEMS vibratory gyroscope is better than the two single DoF 

type that consist of 1-DoF drive mode and 1-DoF sense mode. This research seeks to focus 

on 3-DoF MEMS vibratory gyroscope.  

There are two main models of the 3-DoF MEMS vibratory gyroscope namely, 2-DoF drive 

mode and 1-DoF sense mode and the 2-DoF sense mode and 1-DoF drive mode. With the 
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2-DoF sense mode and 1-DoF drive mode, the frame structure is used for quadrature error 

minimisation, but increases the mechanical impedance and achieves wide operational 

bandwidth. So, the sensitivity and bias stability of this model is not all that good in theory 

(Hao et al., 2019). Therefore, this research seeks to focus on the 2-DoF drive mode and 1-

DoF sense mode. The 2-DoF drive mode and 1-DoF sense mode oscillates with a flat 

operation frequency region and utilises resonance in the 1-DoF sense mode which is placed 

in-between the two drive resonances. This design is aimed at operating the device in a robust 

mode and also achieving high sensitivity by utilising resonance of the sense mode. The 

disadvantage about this model is that when the system is operated at high frequency, the 

bandwidth becomes considerably high whereby amplitude decreases significantly 

(Abdolvand et al., 2016; Hu and Gallacher, 2018). Fig. 3.2 shows the schematic 

representation of the proposed gyroscope structure.  

 

 

Fig. 3.2 Physical Layout Schematic of MEMS Vibratory Gyroscope 

The structure consists of inertial masses and multiple suspensions configured in such a way 

to form the 3-DoF system with complete 2-DoF drive and 1-DoF sense oscillators. The outer 

mass 
1m  is anchored to the substrate by spring 

1xk  while the sense mass 
2m  is nested within 

the decoupled frame mass 
fm which is connected to the drive mass 

1m  by spring 
2xk . The 

mass 
2m  is also interconnected to 

fm  by the spring 2yk . The drive mass 
1m  and the 

combination of masses 
2m  and the decoupling frame 

fm  together form the 2-DoF drive 

mode oscillators in the x-direction. The spring 
1xk  connecting the drive mass 

1m  to the 

outer anchors allows this drive mass to resonate in the x- direction alone, while constraining 

its motion in the y-direction, whereas the sense mass 
2m , is configured to move in both 
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directions i.e. in the x-direction along with the frame mass,  
fm  and in the y-direction 

allowed by spring 2yk . Besides, 
2m is also anchored to the substrate by additional spring  

ak  in the drive direction as shown in Fig. 3.2. The additional spring is designed to reduce 

the resonance separations of the two drive mode oscillators, thereby increasing the drive 

amplitude. 

Dynamic equations for drive and sense modes 

The equations of motion for the proposed MEMS vibratory gyroscope are derived using 

the Lagrange equation, given as in Equation (3.1). 

 

                                      (3.1)
i i i i

d K D V
f

dt x x x x

    
− + + = 

    
 

 

where, K = kinetic energy 

           V = potential energy  

           D = dissipation function  

           f = the forcing function of the vibrating system  

The subscript i depicts the degree of freedom.  

Fig. 3.3 and Fig. 3.4 show the lumped parameter mass-spring-damper representation and 

lumped model, respectively of the proposed MEMS vibratory gyroscope.  

 

 

Fig. 3.3 Mass-Spring-Damper Representation of the 3-DoF MEMS Vibratory 

                     Gyroscope 
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Fig. 3.4 Lumped Mass-Spring-Damper Model of the Proposed MEMS Vibratory  

 Gyroscope 

 

 

The kinetic energy, potential energy, and dissipative function for this model can be written 

as: 
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where, ( ) cos( )dF t F t=  = driving force that excites the active mass 
1m  at the drive  

frequency 
d , and results in the displacement 

1x , 

2( )d fM m m= +  = drive direction displacement of the proof mass  
2m  together 

with inner frame mass fm ,  

2 22 zm x  = displacement of the sense mass 
2m  due to Coriolis force 

where, 
z = time invariant input angular rate about the z-axis 

           
1xc , 

2xc  and 2 yc = damping coefficients in both the drive and sense directions  

           
1xk , 

2xk  and 2 yk = spring stiffness in both drive and sense directions  

For frequency analysis, the Equations (3.5), (3.6) and (3.7) can be transformed into a matrix 

form given as: 

 

                                       (3.8)DM X C X K X F+ + =  

  

where matrices M, C and K are given as: 

                               

 

 

 

 

1

2

2

1

2

2

1

2

2

1 2 2
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 
 
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 
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 
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 
  

 
 

=  
 
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 
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 
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                             0 (3.13)
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If the system of equations has a solution then, 

                         

     sin( ) cos( ) (3.14)X A t B t = +  

where, A and B are vectors, 
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K M C
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C K M

 

 

 − −
=  

− 
 

 

The relation among A, B and T is given by: 

 

                           

 
 

 
 
 

1
(3.18)

0

A F
T

B

−   
=   

     

 

Once A and B are known, the frequency response can be obtained as in equation (3.19). 

 

                                     
( ) (3.19)i i ix A B = +

 

  

If the length of a beam L as the x-axis dimension, width was the y-axis dimension and the 

thickness t as the z-axis dimension are known, then the area moment of inertia of the beam 

in the y and z directions are given by Equations (3.20) and (3.21) (Acar and Shkel, 2009; 

Kavitha et al., 2016).  
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3

3

1
(3.20)

12

1
(3.21)

12

y

z

I tw

I tw

=

=
 

  

where, yI = moment of inertia in the y direction 

    t = thickness of the beam 

   w  = width of the beam 

   zI = moment of inertia in the z direction 

For a single fixed guided beam, the translational stiffness for motion in the orthogonal 

direction to the beam axis is given as in Equation (3.22) (Zhou et al., 2017). 

 

                                      

,

,
3

31
(3.22)

2
( )
2

y z

y z

EI
K

L
=

  

 

 

where, E = the Young’s modulus 

 ,y zI = moment of inertia in the orthogonal direction 

 L  = length of the beam  

 

The stiffness values of the fixed-guided beam along the three principal axes are given by 

Equations (3.23), (3.24) and (3.25) (Liu and Yan, 2017). 
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=
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where, 
xk  = stiffness of the fixed-guided beam in the x direction 

    yk  = stiffness of the fixed-guided beam in the y direction 

    
zk  = stiffness of the fixed-guided beam in the z direction 
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For a folded beam, stiffness becomes (Zhou et al., 2016): 

 

                                                   

3

3
(3.26)

2
folded

tw
k E

L
=

 

The stiffness of a double-folded beam is expressed by Equation (3.27) (Nashat et al., 2018)   

                           

3

3

3

3

2 ( ) 2 (3.27)
2

(3.28)

folded
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tw
k E

L

tw
k E

L

= 

=

 

 

The suspension connecting the drive mass 
1m  to the anchors is consisted of single U-turn 

four flexures with length 
1xL  of each beam as shown in Fig. 3.2. The overall stiffness of the 

suspension for mass 
1m  is given by Equation (3.29) (Acar and Shkel, 2009; Verma et al., 

2015): 

 

                                             
3

1 3

1

2
(3.29)x

x

Etw
k

L
=  

 

The decoupling frame mass fm  is connected to the mass 
1m  by suspension comprising 

single U-turn four flexures, where each beam has a length of 
2xL . The derived stiffness for 

the suspension is given by equation (3.30) (Verma et al., 2015). 

 

                                         

3

2 3

2

2
(3.30)x

x

Etw
k

L
=  

 

The suspension anchoring the frame mass, fm , to the substrate is provided with single U-

turn four flexures, the length of each arm of which is 
aL . These springs are oriented with 

their axes perpendicular to the drive direction. They are designed to reduce the resonance 

separation between the two drive modes, thereby increasing the drive mode amplitude. 

These beams are also modelled similarly and the overall stiffness is derived as given by 

Equation (3.31) (Verma et al., 2015). 
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3

3

2
(3.31)a

a

Etw
k

L
=  

The suspension connecting the passive mass, 
2m  to the frame mass fm  is comprised of 

double U-turn four flexures in order to achieve increased sensitivity in the sense direction. 

These flexures are rigid in the drive direction hence, eliminating dynamical coupling 

between the drive and sense modes. The length of each beam is 2 yL and the derived stiffness 

value is (Verma et al., 2015):  

 

                                          
3

2 3

2

2
(3.32)y

y

Etw
k

L
=  

 

The overall suspension design offers dynamical amplification of the passive mass, 

decoupling of the drive and sense direction oscillators and elimination of cross coupling 

between the drive and sense modes. It may be noted that the width of all flexures has been 

assumed to be the same, i.e., w and the entire structure of the device is uniformly thick 

having thickness of t. 

 

3.3.1  Temperature Effects 

The main material of MEMS gyroscope is silicon, which is sensitive to temperature 

variations. The mechanical and physical parameters such as Young's modulus and stress are 

influenced by temperature, and will affect the stiffness of system and gyro resonance 

frequency, cause drift of the output temperature of gyroscope. Its properties include 

structure, size, modulus of elasticity and residual stress, etc. change with temperature. The 

change of its modulus of elasticity is particularly significant as it causes the change of 

system stiffness, resulting in the change of resonance frequency. Modulus of elasticity has 

an approximate linear relationship with temperature change and this is represented in the 

following equations (Jiang et al., 2018; Tang et al., 2013).  

 

                                               ( ) ( ) ( ) ( ) (3.32)o E o oE T E T k E T T T= −   

 

where, ( )E T and ( )oE T  = modulus of elasticity of silicon at the temperature of T and oT   

= 300 K 
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         Ek  = temperature coefficient of modulus of elasticity of silicon 

 

Since the MEMS gyroscope system stiffness is proportional to the modulus of elasticity, 

thus we have: 

                                             ( ) (3.33)o E o oK K k K T T= − −   

 

The relationship between resonant frequency and temperature can then be expressed as: 

 

                       
 1 1 2 12

2

( )
( ) (3.34)

E

n

K k K T TK
T

m m


− −
= =  

 

where, 2K  and 1K  = system stiffness at the temperatures  2T  and 1T  

           2( )n T  = gyroscope’s resonant frequency at the temperature of 2T   

           m  = weight of the mass block  

As 1T  is close to 2T , equation (3.34) can be approximated as: 

                                        
 1 2 1

2

( ) 1 ( )
( ) (3.35)

2

n E

n

T k T T
T




− −
   

 

Clearly, the gyroscope’s resonant frequency is dependent on temperature and temperature 

gradient. Gyroscope compensation mainly deals with scale factor error and zero bias error. 

If the gyroscope is static, the offset of gyroscope detection sensitivity is mainly zero drift. 

And the reason for gyroscope zero bias is the offset of its natural frequency and Q-value. 

When compensating for static error (mainly zero bias error), the commonly used model is 

based on the built-in temperature sensor, without considering the temperature gradient and 

the relationship between temperature of environment and internal temperature (Fontanella 

et al., 2018). 

 

3.3.2  Noise Effects 

Noise is an irregular or unwanted signal. In AASs, noise is one of the unwanted signals that 

affect the output of the autopilot system. A Gauss-Markov (GM) method of noise reduction 

is applied. The GM processes are stationary processes that have exponential Auto 

Correlation Function (ACF). The first-order GM process is frequently used to describe a 

correlated signal, which is defined by the exponential ACF (Navidi et al., 2016). 
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                        2( ) (3.36)xR e
 

 
−

=   

 

where, ( )xR   = correlated signal 

            2  = noise variance 

   1 −  = correlation time 

     = time interval 

   

Equations (3.37) and (3.38) give the second and third order GM process models,  

                 

                              
1 (3.37)t

k k kx e x w− 

−= +   

                           

2

2

2
(3.38)

(1 )

k
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w

x t
e






− 
=

−
  

where, t  = discrete time sampling interval 

   kw  = zero mean Gaussian white noise 

   x = random variable 

 

3.4 Simulation of the MEMS Vibratory Gyroscope using MATLAB/Simulink 

Software 

Fig. 3.5 shows the MEMS vibratory gyroscope represented in Matlab Simulink software 

version 2019a. The MEMS vibratory gyroscope is hereby separately simulated for a better 

understanding of its performance, especially under fault conditions of temperature and 

noise. In the simulations, the angular rates in degrees per second (dps) considered as sensor 

input are -0.15, 12.5, 20, 25, 33 and 35. The acknowledgement of the input angular rates of 

the MEMS vibratory gyroscope are duly presented in the results and discussion. 

 

Fig. 3.5 MATLAB/Simulink Version of MEMS Vibratory Gyroscope  
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3.5 Results and Discussion 

3.5.1 Simulation Results 

The simulation results are presented on Figs. 3.6 to Fig. 3.13. Fig. 3.6 and Fig. 3.7 give the 

response of the MEMS vibratory gyroscope without the influence of temperature and noise 

faults. Fig. 3.8 and Fig. 3.9 give the outcome of temperature influence on the performance 

of gyroscope. The noise effect is given by Fig. 3.10 and Fig. 3.11. Finally, the effects of 

both noise and temperature are provided by Fig 3.12 and Fig. 3.13. 

 
 

Fig. 3.6 Response of MEMS Vibratory Gyroscope to Input Angular Rates of -0.5 dps 

             and – 0.15 dps 

 

 
 

Fig. 3.7 Response of MEMS Vibratory Gyroscope to the Input Angular Rates of 12.5,  

              20, 25, 33 and 35 dps 
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Fig. 3.8 Response of MEMS Vibratory Gyroscope to the Input Angular Rate of 12.5 

              dps with the Introduction of Temperature at a Height of 3084 m 

 

                   

 

Fig. 3.9 Response of MEMS Vibratory Gyroscope to the Input Angular Rate of 33  

              dps with the Introduction of Temperature at a Height of 3084 m 
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Fig. 3.10 Response of MEMS Vibratory Gyroscope to the Input Angular Rate of 12.5 

                dps with Noise Introduced 

 

       

 
Fig. 3.11 Response of MEMS Vibratory Gyroscope to the Input Angular Rate of 33 

                dps with Noise Introduced 
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Fig. 3.12 Response of MEMS Vibratory Gyroscope to the Input Angular Rate of 12.5 

                dps with the Introduction of Temperature and Noise 

 

                 

 
Fig. 3.13 Response of MEMS Vibratory Gyroscope to the Input Angular Rate of 33 

                dps with the Introduction of Temperature and Noise 
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3.5.2  Discussion 

From Fig. 3.6 and Fig. 3.7, it could be seen that the respective input angular rates are duly 

reported by the MEMS vibratory gyroscope though with an overshoot of 4.53% to 5.85% 

and no oscillations whatsoever. From Fig. 3.8 and Fig. 3.9, the introduction of temperature 

as a fault increased the response of the gyroscope by 0.05%. The effect of noise as seen from 

Fig. 3.10 and Fig. 3.11 are quite pronounced on the response of the gyroscope. It distorts 

the output signal and can capably influence the ability of the control system to accurately 

control the attitude of aircraft with regard to the pitch. The discrepancy in the angular rate 

signal is of the order of 5% . Standard practice stipulates a value of 2%. The combined 

effect of temperature and noise is severe, as can be seen from Fig. 3.12 and Fig. 3.13. It can 

be seen that signal waveform distortion lies in the range of  10% . This can have detrimental 

effect on the aircraft’s pitch control system and this calls for further investigation. 

 

3.6 Summary 

In this chapter, the MEMS vibratory gyroscope had been investigated by way of modelling 

and simulations. The correctness of the mathematical model of the gyroscope was validated 

by way of responses to angular rates at its input. It came to light however, that the combined 

effects of temperature and noise as faults are capable of degrading the accuracy and stability 

of the pitch measurement and control. Further investigation is required to establish the exact 

effect of these variables on the pitch control system and this serves as the focus of Chapter 

4. 
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CHAPTER 4 

PITCH CONTROL BY THE AIRCRAFT AUTOPILOT SYSTEM 

 

4.1 Introduction 

This chapter investigates the effects of temperature and noise being experienced by the 

MEMS vibratory gyroscope, on the pitch control system of the AAS. Aircraft pitch control 

movement is critical during the take-off phase, steady flight as well as landing. The system 

is evaluated using mathematical models and simulations in MATLAB Simulink software. 

Fig. 4.1 gives a flowchart of the methodology of pitch control. 

No
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Fig. 4.1 A Flowchart of the Methodology for Pitch Control by Aircraft Autopilot  

                  System 
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4.2 Concept of the Aircraft Autopilot System 

There are three basic control motions of aircraft, i.e. pitch, roll and yaw. The pitch motion 

of aircraft is categorised under longitudinal stability whereas roll and yaw are categorised 

under lateral stability. In this research, emphasis is put on the pitch motion of the aircraft 

under the control of the autopilot system. The concept of the complete AAS is illustrated in 

Figure 4.2. 
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Fig. 4.2 Conceptual Representation of the Aircraft Autopilot System 
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4.3 The Pitch Control System  

Aircraft pitch control motion offers a critical phase during take-off as well as during steady 

flight and landing. A set of control surfaces known as elevator are used for controlling 

aircraft pitch motion. Elevators are movable control surfaces located at the back of fixed 

wing aircraft and hinged to the trailing edge of the horizontal stabliser, running parallel to 

the main wings that cause rotation of the aircraft. The elevators cause the aircraft to climb 

and descend and also to obtain sufficient lift from the wings to keep the aircraft in level 

flight at various speeds (Mcruer et al., 2014). If the elevator is rotated upwards, it decreases 

the lift force on the tail, causing the tail to lower and the nose to rise. If the elevator is rotated 

downward, it increases the lift force on the tail causing it to rise and the nose to lower. 

Lowering the aircraft’s nose increases speed in forward direction and raising the nose 

decreases the same speed. The pitch control system of aircraft consists of the gyro control 

unit, pitch controller, servo amplifier and the servo system. Fig. 4.3 shows the functional 

diagram of the pitch control system.  
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Fig. 4.3 Functional Diagram of the Pitch Control System 

 

4.3.1  Gyro Control Unit 

MEMS vibratory gyroscope 

A gyroscope is a device used for measuring or maintaining orientation and angular velocity. 

MEMS gyroscopes are fabricated using micromachining techniques and do not rely on a 

spinning rotor as used in conventional mechanical gyroscopes because fabricating rotating 

parts with significant useful mass is difficult at the micro level. The gyroscope is used for 

https://en.wikipedia.org/wiki/Orientation_(geometry)
https://en.wikipedia.org/wiki/Angular_velocity
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measuring or maintaining the pitch control of aircraft. Hitherto existing pitch control 

systems make use of mechanical gyroscopes and not the MEMS gyroscopes. This research 

tries to deploy the MEMS vibratory gyroscope in pitch control by the AAS. This is because 

MEMS vibratory gyroscopes are very small in size, devoid of spinning discs and cost 

efficient compared to mechanical gyroscopes.  The MEMS vibratory gyroscope is to control 

the orientation of the aircraft.  

MEMS gyroscopes are vibratory rate gyroscopes, which have no rotating parts that require 

bearings, and can be easily miniaturised and batch fabricated using micromachining 

techniques. These structures are fabricated on polysilicon or crystal silicon, and their main 

mechanical component is a two degree of freedom vibrating proof mass, which is capable 

of oscillating on two directions in a plane. Their operation is based on the Coriolis effect. 

When the gyroscope is subjected to an angular velocity along an axis (input axis) orthogonal 

to the axis of initial oscillation (driven axis), the Coriolis effect transfers energy from one 

vibrating mode to another. The response of the second vibrating mode, which is along a 

third axis (sense axis) orthogonal to the previous two, provides information about the 

applied angular velocity. The vibrating modes of a MEMS vibratory gyroscope are 

mechanically uncoupled, their natural frequencies should be matched, and their outputs 

should only be sensitive to angular velocity (Krug, 2016).  

 

Pitch transmitter and follow-up transmitter 

Pitch transmitter forms part of the gyro control unit. It is located between the MEMS 

vibratory gyroscope and the pitch controller. Its purpose is to transmit angular orientation 

signals from the output of the MEMS vibratory gyroscope to the pitch controller. This signal 

is then amplified by the servo amplifier to drive the servo system, which in turn applies the 

pitch signal to the AAS system to actuate the elevator in order to control the pitch angle of 

the aircraft. The follow up transmitter transduces the actual pitch angle and in combination 

with the pitch transmitter, generates a voltage signal proportional to the angular error which 

actuates the pitch servo.  

 

4.3.2  Pitch Controller 

The pitch controller of the AAS implements an algorithm that helps to control the angular 

orientation of aircraft such that it hardly varies from the reference value. The controller 

functions by generating angular error signals that serve as the control signal to bring the 

actual pitch angle to the set point or reference value. In this research, the pitch controller is 
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deployed to help suppress unwanted temperature and noise signals existing at the input of 

the gyroscope from influencing the angular orientation of the aircraft. 

 

4.3.3  Servo Amplifier 

The servo amplifier of the pitch control system comprises the amplifier, discriminator and 

magnetic amplifier which together serve the purpose of amplification of the low energy 

output signal of the pitch controller to a high energy signal capable of actuating the 

servomotor of the servo system. The amplifier element pre-amplifies the pitch controller 

output signal whilst the magnetic amplifier serves the purpose of a power amplifier. The 

discriminator matches signals of the magnetic amplifier to that of the pre-amplifier by way 

of discriminating the signal at its input in terms of magnitude and phase with the help of 

reference signals in order to generate a corresponding signal at its output commensurate 

with magnetic amplifier functionality. Further clarification on the magnetic amplifier could 

be found in Young and Aaron (2015). 

 

4.3.4  Pitch Servo System 

The servo system as a high energy unit of the pitch control system is actuated by the 

amplified control signal at the output of the magnetic amplifier. It is actuated in order to 

eliminate or reduce the error in angular orientation between the actual and reference angular 

positions. It consists of the servomotor, gears, clutch, follow up transmitter and the rate 

generator. The servomotor as a rotary actuator is bi-directional and gives precise control of 

the angular position. Its speed is transduced and fed back to the pitch controller by the rate 

generator which serves as a kind of tachogenerator. The servomotor responds to its input 

signal in terms of magnitude and phase. The follow up transmitter communicates actual 

servo position signal to the pitch transmitter of the gyro control unit. This signal is combined 

with the MEMS vibratory gyroscope output reference position signal to generate control 

input signal of the pitch controller. The gears of the servo system match the servomotor with 

the follow up transmitter and the elevator in terms of speed and torque. The clutch engages 

or disengages power transmission from the servomotor to the elevator by connecting or 

disconnecting their shafts all by way of the gears.  
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4.4 Mathematical Modelling of the Pitch Control System Elements 

4.4.1   Modelling of the Gyro Control Unit  

Modelling of the MEMS vibratory gyroscope 

Kindly see Chapter 3 for the modelling of the MEMS vibratory gyroscope. 

 

Modelling of the pitch and follow up transmitters 

The pitch transmitter is modelled in accordance with Equation (4.1). 

 

   
Refθ ( ) ( ) ( ) ( ( ) ( )) ( ) (4.1)tr C tr ref eV t V t K t K t t V t   − = = − =  

 

where, 
Refθ ( )V t = voltage signal in volts at the output of the pitch transmitter corresponding 

 to the pitch reference angle Ref   

   ( )V t  = voltage signal in volts at the output of the follow up transmitter 

  corresponding to the actual pitch angle ( )t  

 trK  = the gain of the follow up or pitch transmitter in volt/deg 

 ( )C t = the pitch angle error in degrees whose corresponding voltage serves as input 

 to the pitch controller 

 ( )ref t = reference pitch angle in degrees at the output of the MEMS vibratory 

  gyroscope equivalent to the input angular rate 

 ( )t  = actual pitch angle of operating aircraft in degrees 

    ( )eV t  = error voltage in volts at the input of the amplifier due to the angular error 

  ( )e t  at time t 

 

4.4.2   Modelling of the Pitch Controller  

The pitch controller is modelled as a Proportional (P), Integral (I), Derivative controller or 

their combinations or as a fuzzy-based controller. For a typical PID controller, the control 

signal is given by equation (4.2). 

                      
0

( )
( ) ( ) ( ) ( ) (4.2)

t

P I d

de t
U t K e t K e t d t K

dt
= + +

  

where, ( )U t  = control voltage signal in volts 

  ( )e t  = error 

    
pK  = proportional gain 

     IK  = integral gain 

    dK  = derivative gain 
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      t = time in seconds 

 

4.4.3  Modelling of the Servo Amplifier 

The servo amplifier is modelled according to Equation (4.3). 

 

                                 1 2( ) ( ) ( ) (4.3)e e sa eV t k k V t K V t = =  

 

where,  ( )eV t = voltage at the output of the magnetic amplifier in volts at time t responsible 

    for generating the elevator deflection ( )e t   

      1k = the gain of the amplifier 

      2k = the gain of the magnetic amplifier 

             saK = 1 2k k = the gain of the servo amplifier 

      

4.4.4   Modelling of the Pitch Servo System  

The servo system consists of electrical and mechanical components. The electrical 

component consists of resistance, inductance, input voltage and the back electromotive 

force. The mechanical part consists of motor shaft, inertia of the motor, load inertia and 

damping (Chen et al., 2016). It exhibits excellent torque-speed characteristics and controlled 

by changing the voltage signal connected to the input. The non-linear equations of the servo 

system based on Newton's second law combined with Kirchhoff's voltage law are given in 

Equations (4.4) and (4.7) (Pyrhonen et al., 2016). The equations for the electrical side of the 

system are: 

 

                                          

( )
( ) ( ) ( ) (4.4)a

a a a a b

di t
V t R i t L V t

dt
= + +

 

 

where, aV  = armature voltage of the servo motor in volts 

  aR  = armature resistance of the servo motor in ohms 

  ai  = armature current of servo motor in amperes 

  aL  = inductance of armature of servo motor in Henry 

  bV  = back electromotive force (EMF) in volts 

But,  

                                           
( )

( ) (4.5)b b

d t
V t K

dt


=  
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where, bK  = back EMF constant of servo motor 

    = output signal     

                              

( ) ( )
( ) ( ) (4.6)a

a a a a b

di t d t
V t R i t L K

dt dt


= + +

  

The equations for the mechanical side of the system are: 

 

                             
2

2

( ) ( )
( ) (4.7)app

d t d t
T t J B

dt dt

 
= +   

 

where, ( )appT t  = applied torque 

  B  = damping coefficient 

  J  = inertia of the motor 

But,   

                                           ( ) ( ) (4.8)app T aT t K i t=   

where, TK  = torque constant 

 

              
2

2

( ) ( )
( ) (4.9)T a

d t d t
J B K i t

dt dt

 
+ =   

To develop the state space equations of the servo system, the state variables are defined as 

the outputs of the integrators, with 
1x  being 

ai , 
2x being  , and 

3x being d dt , 

respectively. Hence, from Equations (4.8) and (4.9), Equations (4.10) and (4.11) 

respectively, are obtained by way of rearrangement.  

 

       

2

2

( ) ( ) 1
( ) ( ) (4.10)

( ) ( )
( ) (4.11)

a a b
a a

a a a

T
a

di t R K d t
i t V t

dt L L dt L

Kd t B d t
i t

dt J dt J



 

     
= − − +     

     

  
= − +   

   

  

 

With respect to the definition for the state variables, and defining ( )u t  as ( )aV t  and ( )y t  as 

( )t , then, the state and output equations become: 
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1 1 3

2 3

1
( ) ( ) ( ) ( ) (4.12)

( ) ( ) (4.13)

a b

a a a

R K
x t x t x t u t

L L L

x t x t

     
= − − +     

     

=

 

   

3 3 1

2

( ) ( ) ( ) (4.14)

( ) ( ) (4.15)

TKB
x t x t x t

J J

y t x t

  
=− +   

   

=

  

 

The state and output equations of the servo system are represented in Equations (4.18) and 

(4.19), respectively. 

                          

( ) ( ) ( ) (4.16)

( ) ( ) (4.17)

x t Ax t Bu t

y t Cx t

= +

=

  

 

                        

 

1 1

2 2

3 3

1

2

3

( ) 0 ( ) 1

( ) 0 0 1 ( ) 0 ( ) (4.18)

( ) 0 ( ) 0

( )

( ) 0 1 0 ( ) (4.19)

( )

a a b a a

T

x t R L K L x t L

x t x t u t

x t K J B J x t

x t

y t x t

x t

− −       
       

= +
       
       −       

 
 

=
 
  

 

 

4.5 Design of Controllers 

For the purpose of this research, the following pitch controllers are designed: Proportional-

Integral-Derivative (PID) controller, Proportional-Integral (PI) controller, Fuzzy-PID 

controller, Fuzzy-PI controller and Adaptive Neuro-Fuzzy Interference System (ANFIS) 

controller. 

 

4.5.1 Proportional-Integral Controller 

Equation (4.20) (Dogruer and Tan, 2018), gives the governing equation of a PI controller. 

 

                                  
0

( ) ( ) ( ) (4.20)
c c c

t

p iU t K e t K e t dt  = +    
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where, ( )
c

U t
= control voltage signal at the output of the pitch controller in volts 

  ( )
c

e t
 = the error signal generated by the pitch and follow up transmitters in volts 

 

4.5.2  Proportional-Integral-Derivative Controller 

A PID controller has three terms namely, proportional, integral and derivative. It is used in 

many applications. Advantages of using a PID controller are the elimination of steady-state 

error and overshoots and the improvement of system stability (Palaniyappan et al., 2018). 

The mathematical equation of a PID controller is represented by Equation (4.21) (Rout et 

al., 2016). 

             
0

( ) ( ) ( ) ( ) (4.21)
c c c c

t

p i d

d
U t K e t K e t dt K e t

dt
   = + +  

 

Table 4.1 shows the values of Proportional, Integral and Derivative gains of PI and PID 

controllers, respectively used in the simulations. Below is the tuning procedure used to 

obtain the gains. 

 

i. First, note whether the required proportional control gain is positive or 

negative. To do so, step the input u up (increased) a little, under manual 

control, to see if the resulting steady state value of the process output has 

also moved up (increased). If so, then the steady-state process gain is positive 

and the required Proportional control gain, Kc, has to be positive as well; 

ii. Turn the controller to P-only mode, i.e. turn both the Integral and Derivative 

modes off; 

iii. Turn the controller gain, Kc, up slowly (more positive if Kc was decided to 

be so in step 1, otherwise more negative if Kc was found to be negative in 

step 1) and observe the output response. Note that this requires 

changing Kc in step increments and waiting for a steady state in the output, 

before another change in Kc is implemented; 

iv. When a value of Kc results in a sustained periodic oscillation in the output 

(or close to it), mark this critical value of Kc as Ku, the ultimate gain. Also, 

measure the period of oscillation, Pu, referred to as the ultimate period. Hint: 

for the system A in the PID simulator, Ku should be around 0.7 and 0.8; and 
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v. Using the values of the ultimate gain, Ku, and the ultimate period, Pu, Ziegler 

and Nichols prescribes the following values for Kc, tI and tD, depending on 

which type of controller is desired. 

             Table 4.1 Proportional, Integral and Derivative Gains of PI and PID 

                              Controllers   

SN Parameter 
Controller 

PI PID 

1. pK  0.207 0.207 

2. iK  2.067 2.067 

3. dK  - 
31.7 10−  

 

4.5.3  Fuzzy-PID Controller 

Fuzzy PID controller is a conventional PID regulator but based on fuzzy set theory, under 

the absolute control error and deviation change and the absolute value of the rate, 

automatically adjusting the proportional coefficient Kp, integral coefficient Ki and 

differential factor Kd of the fuzzy controller. It is a nonlinear control mechanism using fuzzy 

reasoning algorithm (Torabi et al., 2018). Fig. 4.4 shows the structure of a fuzzy-PID 

controller. With the inputs as error ( e ) and the derivative of error ( e ) whilst the controller 

output signal is u .  

 

Fig. 4.4 Structure of the Fuzzy-PID Controller 
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The rule base for the fuzzy controllers considers the following memberships for the error 

and derivative of error: Negative Big (NB), Negative Small (NS), Zero (Z), Positive 

Medium (PM), Positive Big (PB), Medium (M), Very Small (VS), Very Big (VB), Very 

Large (VL), Medium Big (MB) and Medium Small (MS). Tables 4.2, 4.3 and 4.4 give the 

rule base for the coefficients Kp, Ki and Kd, respectively. Membership function, input and 

output variables, rule viewer and surface viewer of the fuzzy-PI controller are as shown in 

Fig. 4.5, Fig. 4.6, Fig. 4.7 and Fig. 4.8, respectively. 

     Table 4.2 Rule Base for the Proportional Controller Coefficient Kp 

Δe/e NB NM NS Z PS PM PB 

NB VL VL VB VB MB M M 

NM VL VL VB MB MB M MS 

NS VB VB VB MB M MS MS 

Z VB VB MB M MS VS VS 

PS MB MB M MS MS VS VS 

PM VS MB M MS VS VS Z 

PB M M VS VS VS Z Z 

      

 

     Table 4.3 Rule Base for the Integral Controller Coefficient Ki 

Δe/e NB NM NS Z PS PM PB 

NB Z Z VS VS MS M M 

NM Z Z VS MS MS M M 

NS Z VS MS MS M MB MB 

Z VS VS MS M MB VB VB 

PS VS MS M MB MB VB VL 

PM M M MB MB VB VL VL 

PB M M MB VB VB VL VL 
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    Table 4.4 Rule Base for the Derivative Controller Coefficient Kd 

Δe/e NB NM NS Z PS PM PB 

NB MB MS Z Z Z VS MB 

NM MB VS Z VS VS MS M 

NS M MS VS MS M MB MB 

Z M MS MS MS MS MS M 

PS M M M M M M M 

PM VL MS MB MB MB MB VL 

PB VL VB VB VB MB MB VL 

 

 

 

Fig. 4.5 Membership Function of Fuzzy-PID Controller 
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Fig. 4.6 Mamdani-based Fuzzy-PID Controller Input and Output Variables 

 

 

Fig. 4.7 Rule Viewer for Fuzzy-PID Controller 
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Fig. 4.8 Surface Viewer of Fuzzy-PID Controller 

  

4.5.4 Fuzzy-PI Controller 

The structure of the fuzzy-PI controller is shown in Fig. 4.9 where it differs from the fuzzy-

PID controller by the absence of the D-controller. The rule base for the controller 

coefficients Kp and Ki are illustrated in Table 4.2 and Table 4.3, respectively. The 

membership function, input and output variables, rule viewer and surface viewer of the 

fuzzy-PI controller are shown in Fig. 10, Fig. 11, Fig. 12 and Fig. 13, respectively. 

 

 

Fig. 4.9 Structure of the Fuzzy-PI Controller 
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Fig. 4.10 Membership Function of Fuzzy-PI Controller 

 

 

Fig. 4.11 Mamdani-based Fuzzy-PI Controller Input and Output Variables 
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Fig. 4.12 Rule Viewer for Fuzzy-PI Controller 

 

 

 

Fig. 4.13 Surface Viewer for Fuzzy-PI Controller 
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4.5.5  Adaptive Neuro-Fuzzy Inference System Controller 

Adaptive Neuro-Fuzzy Inference System (ANFIS) is a hybrid structure consisting of neural 

system and fuzzy frameworks in such a manner that neural system is utilised to decide the 

parameters of fuzzy framework. ANFIS to a large extent expels the prerequisite for manual 

enhancement of the fuzzy framework parameters. A neural system is utilised to 

consequently tune the fuzzy parameters. ANFIS with learning ability of neural system and 

with benefits of the standard base fuzzy framework can considerably enhance controller 

performance. The structure of the ANFIS controller contains five layers, as shown in Fig. 

4.14. In Layer 1, the node output is the membership function for the input variables x and y. 

The node output of Layer 2 is the product of membership functions for each variable which 

is called the firing strength. The node output in Layer 3 is a normalised firing strength. The 

adaptive node is represented by the fourth layer and finally, the summation of all the rules’ 

output is done in Layer 5.  

 

 

A1

 

N

N

 

A2

B1

B2

Layer 1

f

Layer 2 Layer 3

Layer 4

Layer 5

X Y

X

Y

W1

W2

W1
N

W2
N

X Y

W1
N f1

W2
N f2

Input

Output

 

Fig. 4. 14 Layered Structure of the ANFIS Controller 

 

The crisp inputs x and y to the node of the first layer and the output 1iO  of this node are 

defined as in Equation (4.22) (Ewees and Elaziz, 2018; Ewees et al., 2017). 

 

                               
1 1 2( ), 1,2, ( ), 3,4, (4.22)i i i iO A x i O B y i  −= = = =  
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where, iA  and iB  = the membership values of the generalised Gaussian membership 

function  

The Gaussian membership function is expressed by Equation (4.23) (Handoyo and Efendi, 

2019; Radhakrishna et al., 2017). 

                                               2( ) ( ) (4.23)i

i

p
x e x



−= −   

where, ip  and i  = the premise parameters  

In the second layer, the node’s output is the firing strength of a rule given as in Equation 

(4.24) (Ewees et al., 2017; Khalil et al., 2018).  

                                         
2 2( ) ( ) (4.24)i i iO A x B y  −=   

The node’s output in the third layer is the normalised firing strength given by Equation 

(4.25) (Barman et al., 2016; Khalil et al., 2018). 

                                        
3 2

( 1)

(4.25)i
i i

ii

O w



−

= =


 

The node in Layer 4 is an adaptive node and its output is computed by equation (4.26).  

 

                                          
4, ( ) (4.26)i i i i i i iO w f w p x q y r= = + +  

  

where, ip , iq  and ir  = the consequent parameters of the node i .  

In the last layer, there exists only one node whose output is computed by using equation 

(4.27) (Barman et al., 2016; Khalil et al., 2018). 

 

                                                 5 (4.27)i i

i

O w f=  

  

The data training interface, membership function, rule viewer, the surface viewer and the 

network structure of the ANFIS controller implementation are shown in Fig. 4.15, Fig. 4.16, 

Fig. 4.17, Fig. 4.18 and Fig. 4.19, respectively.  
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Fig. 4.15 Data Training Interface of ANFIS Controller 

 

 

Fig. 4.16 Membership Function for ANFIS Controller 
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Fig. 4.17 Rule Viewer of ANFIS Controller 

 

 

Fig. 4.18 Surface Viewer of ANFIS Controller 
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Fig. 4.19 The Network Structure of ANFIS Controller Model 

 

4.6 Computer Simulations of the Pitch Control System 

The computer simulations are conducted to find out the ability of each controller to suppress 

the influence of temperature and noise on the output response of the pitch control system. 

For the scenarios of the simulations, the pitch angle of 12.5 degrees and 33 degrees are 

considered for each of the controllers. Also, base case situation is run for 1 sec, then 

temperature is introduced at 2 secs and the remaining 2 secs is given to both temperature 

and noise effects. For the pitch control system of the AAS, the standard noise level is 65 dB 

(Dongwook et al., 2016) and the temperature of the aircraft should not exceed 15 oC 

(O’Donnell and Bacon, 2015). The performance of the controllers are however evaluated 

against these standards of temperature and noise values. The modelled pitch control system 

of the AAS is implemented in MATLAB Simulink software as presented in Fig. 4.20. 
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Fig. 4.20 MATLAB Simulink Software Representation of the Modelled Pitch Control   

                System 

  

 

4.7  Simulation Results and Discussion 

4.7.1 Simulation Results 

The performance of the controllers in suppressing the temperature and noise effects are 

evaluated by the response of the control system with regard to rise time (tr), overshoot 

(OS%), settling time (ts), slew rate (sr) and Root Mean Square Error (RMSE). Fig. 4.21 and 

Fig. 4.22 show the simulation results of the entire pitch control system of the AAS at 12.5 

degrees without any controller (Fig. 4.21) and with controllers (Fig. 4.22), respectively. Fig. 

4.23 for no controller action case and Fig. 4.24 for controller action are effected for the 

angular orientation of 33 degrees. Performance of the various controllers are summarised in 

Table 4.5.  
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Fig. 4.21 Response of MEMS Vibratory Gyroscope to the Pitch Angle of 12.5  

                degrees with the Introduction of Temperature without Controller Action 

 

 

 
Fig. 4.22 Response of Pitch Control System to the Pitch Angle of 12.5 degrees 

                with the Introduction of Controllers 
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Fig. 4.23 Response of MEMS Vibratory Gyroscope to the Pitch Angle of 33 degrees 

                with the Introduction of Temperature and Noise without Controller Action 

                  

 

 
Fig. 4.24 Response of Pitch Control System to the Pitch Angle of 33 degrees 

                with the Introduction of Controllers 
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    Table 4.5 Performance of the Various Controllers 

SN Parameter 

Controller 

PI PID Fuzzy PI 

12.5o 33o 12.5o 33o 12.5o 33o 

1. Rise Time (ms) 177.56  172.55  189.487  184.342  329.158  320.575  

2. Overshoot (%) 4.479 5.45 4.53 5.85 -0.177 -0.08 

3. Settling Time (s) 1.181  1.085  1.027  1  1.073  1.015  

4. Slew Rate (/s) 57.591  154.57  53.914  144.56  31.598  84.769  

5. RMSE 1.0459 1.0459 1.0598 1.0598 0.7271 0.7371 

 

     

    Table 4.5 Cont’d 

 

4.7.2 Discussion 

From Table 4.5, the ANFIS controller gave better performance in terms of overshoot 

(0.404% at 12.5 degrees, 0.505% at 33 degrees), settling time (0.719 secs at 12.5 degrees 

and 0.796 secs at 33 degrees), slew rate (25.076 per sec at 12.5 degrees and 55.749 per sec 

at 33 degrees) and RMSE (0.1447 at 12.5 degrees and 0.2869 at 33 degrees). The ANFIS 

controller was followed by fuzzy-PID, fuzzy-PI, PI and PID controllers with respect to the 

overshoot and settling time. However, fuzzy-PID did better than fuzzy-PI in terms of slew 

rate. The PI and PID controllers were worst performers in exception of the rise time where 

they did far better especially the PI controller that gave 177.5 ms against 399.123 ms for 

ANFIS controller at 12.5 degrees and 172.5 ms against 468.145 ms at 33 degrees. This better 

performance of the PI controller is explained by the fact that its algorithm is far simpler 

compared to the ANFIS controller algorithm hence, requires less time of response to its 

SN Parameter 

Controller 

Fuzzy PID ANFIS 

12.5o 33o 12.5o 33o 

1. Rise Time (ms) 349.264  352.452  399.123  468.145  

2. Overshoot (%) 2.759 4.737 0.404 0.505 

3. Settling Time (s) 1.073  1.293  0.719  0.796  

4. Slew Rate (/s) 29.1  74.773  25.076  55. 749  

5. RMSE 0.5637 0.5636 0.1447 0.2869 
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input signals. The highest poor rise time of 468.145 ms given by the ANFIS controller 

cannot be tolerated and should require further action.  

Clearly, the ANFIS and the fuzzy controllers gave some oscillations after the introduction 

of noise in addition to the temperature. The way forward is to improve upon the transient 

and steady state performances of these three controllers and this could be done by deploying 

AI optimisers. Hopefully, this should improve some of the performance metrics, damp out 

the remnant oscillations and achieve steady state stability. 

 

4.8 Summary 

This chapter presented pitch control as executed by the AAS. Mathematical modelling of 

the individual subsystems of the proposed pitch control system of the AAS were done. 

Temperature and noise effects on the pitch control system were investigated by way of 

modelling and simulations. Simulations outcome proved the ANFIS controller as better than 

the PI, PID, fuzzy PI and fuzzy PID controllers. Notwithstanding, the ANFIS controller 

results stand to be improved upon due to the remnant oscillation in order to achieve an 

oscillation-free pitch angle control by the AAS. In other words, the simulations strongly 

suggest the need to further mitigate the faults effects of temperature and noise on the 

performance of the aircraft pitch control system. The further improvement needed is given 

focus in Chapter 5. 
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CHAPTER 5  

OPTIMAL MITIGATION OF TEMPERATURE AND  

NOISE EFFECTS OF THE PITCH CONTROL SYSTEM 

 

5.1 Introduction  

Aircraft flight control systems are systems that are used to control the forces of flight, 

aircraft’s direction and attitude. The aim of a flight control system of an aircraft is to 

maintain a safe operation of the aircraft in flight, so that the desired flight mission can be 

accomplished even under unexpected conditions. Safety is of serious concern in flight 

control systems. In this chapter, some Artificial Intelligence (AI) networks are employed in 

the further mitigation of effects of temperature and noise on the performance of the pitch 

control system of the AAS. These are Particle Swarm Optimisation (PSO) algorithm and 

Flower Pollination Algorithm (FPA). 

 

5.2 Particle Swarm Optimisation Algorithm 

PSO was initially developed as a tool by Kennedy and Ebenhart in the year 1995 for 

simulating the flight pattern of birds concerning collision avoidance, velocity matching and 

flock centring. The desirability of PSO lies in easy implementation, robustness to control 

parameters and conceptual simplicity. However, setbacks of PSO are the ease in falling into 

local optimum in high-dimensional space and a low convergence rate in the iterative process 

(Hemdan et al. 2017; Wen et al. 2018). In PSO, the particles are evaluated according to the 

fitness function of the problem to be solved. The particle best position and global best 

position of the particles are continually updated until the termination criterion loop is met. 

PSO algorithm uses only primitive mathematical operators which accounts for low 

computational requirements and the knowledge of good solutions is retained by all particles 

(Ahmad et al., 2018). The previous best position of particle (
id

P ) and the global best 

position (
gd

P ) are needed in determining the current position. The best particle and global 

best positions are determined and updated using Equation (5.1) and Equation (5.2), 

respectively (Sen, 2017). 

 

                                 1 1 2 2
1 ( ) ( ))( n n n n n n

id id gd id
n
id

n
id

c r p x c r p xXv v+ + − + −=                      (5.1) 
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                                                                   1n n n
id id id

x x v+ = +                                                                  (5.2) 

where, X = constriction factor 

             = inertia weight 

           
1c  = cognitive acceleration parameter 

           
2c = social acceleration parameter 

          
1r ,

2r  = random number uniformly distributed in the range [0,1] 

         
id

x  = particle’s position 

         
id

v  = particle’s velocity 

The flowchart of the PSO algorithm is illustrated in Fig. 5.1 (Bose, 2017) and Fig. 5.2 

shows the pseudocode of PSO. 

 

Start

State Initial PSO Parameters

Generate First Swarm

Evaluate the Fitness of all 

Particles

Record Personal Best Fitness of 

all Particles

Find the Global Best Position Update the Velocity of Particles

Swarm met 

the Termination 

Criteria?

End

Yes

No

Update the Position of Particles

 

Fig. 5.1 Flowchart of PSO Algorithm 
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Steps of the flowchart 

Step 1: Define the initial parameters for the PSO. For each particle in the swarm, initialise 

its position and velocity. 

Step 2: Evaluate the objective function at each particle position and determine the best 

function value and the best position.  

Step 3: Choose new velocities based on current velocity, individual best position and best 

position for their neighbours (global).  

Step 4: Choose the particles with the best fitness values as the best values for their individual 

neighbours. 

Step 5: If the termination criteria is satisfied, the optimal structure is achieved for further 

prediction, otherwise, go back to Step 2. 

 

 

Begin 

      for each particle in the swarm 

           Initialise its position and velocity randomly 

        end for 

 do 

    for each particle in the swarm 

         Evaluate the fitness function 

     if the objective fitness value is better than the personal best objective fitness value 

        (Pbest) in history, current fitness value is set as the new personal best (Pbest) 

end if 

end for 

      From all the particles or neighbourhood, choose the particle with best fitness value  

      as the Gbest  

 for each particle in the swarm 

      Update the particle velocity 

     Update the particle position 

end for 

until stopping criteria is satisfied 

end 

 

Fig. 5.2 Pseudocode of Particle Swarm Optimisation Algorithm 

 

5.3 Flower Pollination Algorithm 

FPA is a nature-inspired population based algorithm proposed by Xin-She Yang in 2012. 

The main objective of the FPA is to produce the optimal reproduction of plants by surviving 

the fittest flowers in the flowering plants. There are over a quarter of a million types of 
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flowering plants in nature, of which 80% of them are flowering species. The main purpose 

of a flower is ultimately reproduction via pollination (Yang, 2016). The flower pollination 

process is associated with the transfer of pollen by using pollinators such as insects, birds 

and bats. There are two major processes for transferring the pollen, namely, biotic or cross 

pollination process and abiotic or self pollination process. 

Biotic pollination represents 90% of flowering plants, while 10% of pollination takes from 

abiotic process. In the biotic pollination, pollen is transferred from one flower to the other 

flower in different plants by a pollinator. Biotic cross-pollination may occur at long 

distances and they can be considered as a global pollination process with pollinators 

performing Le’vy flights. On the other hand, abiotic or self-pollination process is a 

fertilization of one flower from pollen of the same flower or different flower of the same 

plant. In this type of pollination, wind and diffusion in water help in the pollination of such 

flowering plants. Abiotic and self-pollination processes are considered as local pollination. 

Applications of FPA include engineering optimisation problems, Non-linear Programming 

(NP) hard combinatorial optimisation problem, training of neural networks, manufacturing 

scheduling and nurse scheduling problem (Abdel-Basset and Shawky, 2019). High quality 

and efficiency are considered as the merits of FPA whilst the disadvantages are inadequate 

optimisation precision and poor convergence (Abdel-Baset and Hezam, 2016; Chen and Pi, 

2020). 

 

The following steps are to be considered when using FPA. 

Step 1: The algorithm starts by setting the initial values of the most important parameters 

such as the population size, n, switch probability, p and the maximum number of 

generations, MGN. 

Step 2: The initial population iX , I = 1,…,n is generated randomly and the fitness function 

of each solution ( )if X  in the population is evaluated by calculating its corresponding 

objective function.  

Step 3: The following steps are repeated until the termination criterion is satisfied, which is 

to reach the desired number of generations.  

Step 4: The global pollination process is started by generating a random number r, where r 

ϵ [0, 1], for each solution iX .  

a. If r < p, where p is a switch probability, the new solution is generated by a Le’vy 

distribution as given by equation (5.11).   
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                                  1 1 ( ) (5.11)t t t

i i iX X L X g+ += + −   

where, L = Le’vy flight, L > 0 and calculated as:  

                  
1

( )sin( 2) 1
0 (5.12)oL S S

S

  

 




+
 

where, ( ) = standard gamma function and this distribution is valid for large steps s > 0.  

b. Otherwise, the local pollination process is started by generating a random number 

ϵ, ϵ in [0, 1] as follows: 

                                               
1 ( ) (5.13)t t t t

i i j kX X X X+ = + −
 

where, t

iX and 
t

jX = pollens (solutions) from the different flowers of the same plant species. 

t

iX  and 
t

jX = pollens (solutions) from the same species or selected from the same  

 population (local random walk) 

c. Evaluate each solution 1t

iX +  in the population and update the solutions in the 

population according to their objective values. 

d. Rank the solutions and find the current best solution g*. 

Step 5: Produce the best found solution so far. 

Fig. 5.3 shows the flowchart of FPA and Fig. 5.4 presents the pseudocode of FPA. 
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Fig. 5. 3 Flowchart of Flower Pollination Algorithm 

 

 

Objective min or max 1 2( ), ( , ,..., )df X X x x x=  

Initialise a population of  n  flowers/pollen gametes with random solutions 

Find the best solution g∗ in the initial population 

Define a switch probability [0,1]p    

while ( )t MaxGeneration  

      for 1 :i n=  (all n flowers in the population) 

         if rand < p, 

           Draw a (d-dimensional) step vector L which obeys a L´evy distribution 

           Global pollination via 1 ( )t t t

i i iX X L g X+

= + −   

   else 
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        Draw ϵ from a uniform distribution in [0,1] 

       Randomly choose j and k among all the solutions 

      Do local pollination via 
1 ( )t t

i ji

t t

kX X X X+ = + −  

end if 

     Evaluate new solutions 

    If new solutions are better, update them in the population 

end for 

 Find the current best solution g  

end while 

 

Fig. 5.4 Pseudocode of the Flower Pollination Algorithm 

 

Steps of the flowchart 

Step 1: Initialise feedforward (FF). Set input, hidden and output layers, initial network 

weight and thresholds. 

Step 2: Set the population number, the initial value of variation factor and network learning 

parameters, the maximum number of iterations and training end condition in FPA. 

Step 3: The speed and position of all pollens are initialised and the objective function of 

each pollen is kept computing until the minimum fitness value is reached. 

Step 4: The initial weight and initial threshold in the FF are encoded into individual pollens 

where each pollen represents the FF structure. 

Step 5: A random value rand is generated and compared with the conversion probability p. 

Step 6: If the termination condition of FPA is met, proceed to the next step. Otherwise return 

to step 5. 

Step 7: The optimal pollen individual is decoded and the decoded weights and thresholds 

are used as connection weight and threshold for FF.  

Step 8: If the ending condition of FF training is satisfied, the optimal network structure is 

thus achieved for further prediction. Otherwise, go back to Step 7. 

 

5.4 Optimal Pitch Control System 

Optimality of the pitch control system with regards to the mitigation of temperature and 

noise effects, lies in use of the PSO and FPA optimisers to optimise the weights of the 

considered three controllers namely fuzzy-PI, fuzzy-PID and ANFIS. Fig. 5.5 and Fig. 5.6 

show a block diagram and optimal representation, respectively, of the pitch control system. 

The symbols on Fig. 5.5 and Fig. 5.6 are explained as follows: 
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θ = angular rate at the input of the MEMS vibratory gyroscope in degrees 

T = temperature applied onto the MEMS vibratory gyroscope in ⸰C 

oN  = noise introduced to the MEMS vibratory gyroscope in dB 

Refθ  = reference pitch angle at the output of the MEMS vibratory gyroscope 

equivalent in degrees 

RefθV  = reference voltage at the pitch transmitter output representing the reference 

 pitch angle of aircraft in volts 

θV  = feedback signal generated by the follow up transmitter representing the actual 

          pitch angle in volts 

θeV  = error signal representing the difference between reference and actual pitch 

           angle in volts 

cθU  = signal at the output of the pitch controller in volts 

θ(s)  = actual pitch angle in degrees 
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Fig. 5.5 A Block Diagram of the Pitch Control System  
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Fig. 5.6 A Representation of the Optimal Pitch Control System 

 

5.5 Computer Simulations 

The computer simulations are conducted to find out the ability of each optimiser to suppress 

the influence of temperature and noise on the output response of the pitch control system. 

For the scenarios of the simulations, the pitch angles of 12.5 degrees and 33 degrees are 

considered for each of the optimisers. For the pitch control system of the AAS, the standard 

noise level is 65 dB (Dongwook et al., 2016) and the temperature of the aircraft should not 

exceed 15 oC (O’Donnell and Bacon, 2015). The performance of the optimisers are however 

evaluated against these standards of temperature and noise values. The modelled pitch 

control system of the AAS is optimised in MATLAB Simulink software. 

 

5.6 Results and Discussion 

5.5.1 Simulation Results 

The performance of the optimisers in suppressing the temperature and noise effects are 

evaluated by way of responses of the pitch control system with regards to rise time (tr), 

overshoot (OS%), settling time (ts) and slew rate (sr). The simulation results of the pitch 

control system of the AAS for 12.5 degrees and 33 degrees are shown in Fig. 5.7 to Fig. 
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5.16. Also, performance of the pitch control system for 12.5 degrees and 33 degrees with 

regards to the optimisation algorithms are summarised into Table 5.1 and Table 5.2, 

respectively.  

 

 

Fig. 5.7 Response of the Pitch Control System to the Pitch Angle of 12.5 degrees 

              with the Introduction of Particle Swarm Optimisation Algorithm 

 

 

Fig. 5.8 Response of the Pitch Control System to the Pitch Angle of 33 degrees with  

              the Introduction of Particle Swarm Optimisation Algorithm 



96 

 

 

 

Fig. 5.9 Response of the Pitch Control System to the Pitch Angle of 12.5 degrees 

              with the Introduction of Flower Pollination Algorithm 

 

 

Fig. 5.10 Response of the Pitch Control System to the Pitch Angle of 33 degrees 

                with the Introduction of Flower Pollination Algorithm 
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Fig. 5.11 Response of the Fuzzy-PI Controller-based Pitch Control System to the 

    Pitch Angle of 12.5 degrees with FPA and PSO Algorithms 

 

 

Fig. 5.12 Response of the Fuzzy-PI Controller-based Pitch Control System to the 

                Pitch Angle of 33 degrees with FPA and PSO Algorithms 
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Fig. 5.13 Response of the Fuzzy-PID Controller-based Pitch Control System to the 

    Pitch Angle of 12.5 degrees with FPA and PSO Algorithms 

 

 

Fig. 5.14 Response of the Fuzzy-PID Controller-based Pitch Control System to the 

               Pitch Angle of 33 degrees with FPA and PSO Algorithms 
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Fig. 5.15 Response of the ANFIS Controller-based Pitch Control System to the 

                Pitch Angle of 12.5 degrees with FPA and PSO Algorithms 

 

 

 

Fig. 5.16 Response of the ANFIS Controller-based Pitch Control System to the  

                Pitch Angle of 33 degrees with FPA and PSO Algorithms 
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    Table 5.1 Performance of the Optimisers at 12.5 dps 

SN Parameter 

Optimisation Algorithm 

Fuzzy- 

PI-PSO 

Fuzzy-

PID-

PSO 

Fuzzy-

PI-FPA 

Fuzzy-

PID-

FPA 

ANFIS- 

PSO 

ANFIS- 

FPA 

1. Rise Time (ms) 652.015 274.524 422.441 209.378 415.33 498.153 

2. Overshoot (%) 8.854 6.896 2.223 13.068 0.405 0.505 

3. Settling Time (s) 1.697 1.285 1.301 1.389 1.058 1.347 

4. Slew Rate (/s) 15.241 37.225 24.151 48.558 23.748 18.170 

5. RMSE 2.4218 0.6433 0.6275 0.7748 0.0633 1.4545 

 

    Table 5.2 Performance of the Optimisers at 33 dps 

SN Parameter 

Optimisation Algorithm 

Fuzzy-

PI-PSO 

Fuzzy-

PID-

PSO 

Fuzzy-

PI-FPA 

Fuzzy-

PID-

FPA 

ANFIS- 

PSO 

ANFIS- 

FPA 

1. Rise Time (ms) 538.509 211.279 460.893 265.792 399.875 339.310 

2. Overshoot (%) 1.964 10.556 0.827 5.851 0.323 0.104 

3. Settling Time (s) 1.582 1.401 1.362 1.439 1.142 1.281 

4. Slew Rate (/s) 48.408 125.537 57.565 100.334 65.04 80.506 

5. RMSE 0.5262 2.9279 1.7340 2.9580 0.2426 0.9080 

 

5.5.2 Discussion of Simulation Results 

From Table 5.1 and Table 5.2, ANFIS-PSO gave better performance in terms of overshoot 

(0.405% at 12.5 degrees, 0.323% at 33 degrees) and settling time (1.058 sec at 12.5 degrees, 

1.142 sec at 33 degrees) and RMSE (0.0633 at 12.5 degrees, 0.2426 at 33 degrees). ANFIS-

PSO was followed by ANFIS-FPA, fuzzy-PI-FPA, fuzzy-PID-FPA, fuzzy-PID-PSO and 

fuzzy-PI-PSO with respect to the overshoot and settling time. However, fuzzy-PI-PSO did 

better in terms of slew rate (15.241 per sec at 12.5 degrees, 48.408 per sec at 33 degrees) 

but performed poorly in terms of rise time (652.015 ms at 12.5 degrees, 538.509 ms at 33 

degrees). Again, fuzzy-PID-PSO did better in terms of rise time (274.524 ms at 12.5 degrees 

and 211.279 ms at 33 degrees) but fuzzy-PID- FPA performed better in respect of rise time 

at 12.5 degrees (209.378 ms). With regards to RMSE after the best performing ANFIS-PSO, 

the order at 12.5 degrees was fuzzy-PI-FPA, fuzzy-PI-PSO, fuzzy-PID-FPA, ANFIS-FPA 

and fuzzy-PI-PSO whilst at 33 degrees after the ANFIS-PSO, the order was fuzzy-PI-PSO, 

ANFIS-FPA, fuzzy-PI-FPA, fuzzy-PID-PSO and fuzzy-PID-FPA. The better performance 

of the optimised ANFIS controllers with regards to overshoot and settling time is 

attributable to the learning capability of ANFIS. The better performance of ANFIS-PSO 

compared to that of ANFIS-FPA could be due to the control parameter robustness ability of 

PSO. More importantly, ANFIS-PSO capably mitigated the oscillatory effects of 
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temperature and noise introduced to the pitch control system of the AAS (see Fig. 5.7, Fig. 

5.8, Fig. 5.15 and Fig. 5.16). The inability of ANFIS-FPA to effectively reduce the effects 

as done by ANFIS-PSO could be due to the precision inadequacy of optimisation of FPA. 

 

5.6 Summary 

This chapter presented the optimal mitigation of temperature and noise effects of the pitch 

control system of an AAS. Flowcharts and pseudocodes of PSO and FPA were provided 

respectively. The results of the pitch control system with the optimised fuzzy-PI, fuzzy-PID 

and ANFIS controllers showed that ANFIS-PSO performed better in terms of mitigation of 

temperature and noise effects, overshoot, settling time and RMSE. 
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CHAPTER 6 

CONCLUSIONS AND RECOMMENDATIONS 

 

6.1 Conclusions 

This research investigated enhancement of the aircraft pitch control system in an endeavour 

to mitigate “faults” of MEMS vibratory gyroscopes deployable in AAS. Specifically 

investigated were the effects of temperature and noise imbibed by the gyroscope as faults 

on the pitch control system. Oscillations as the resulting influence of temperature and noise 

were confirmed by the reference angular signal at the output of the MEMS vibratory 

gyroscope by way of computer simulations at specified pitch angles. Five controllers namely 

PI, PID, fuzzy-PI, fuzzy-PID and ANFIS were separately deployed to deal with the 

oscillations. Even though some successes were achieved by them especially the ANFIS, 

fuzzy-PID and fuzzy-PI controllers, they all left a trail of remnant oscillations that called for 

use of optimisers. PSO and FPA algorithms were deployed for the optimisation of the three 

controllers. ANFIS-PSO successfully dealt with the remnant oscillations and gave better 

performance metrics in terms of overshoot, settling time and RMSE but suffered on rise 

time at 33 degrees and slew rate at 12.5 degrees. It stands to reason that use of the MEMS 

vibratory gyroscope in AAS as a new development coupled with deployment of optimised 

ANFIS controller, enhances control of AAS in terms of gyroscope-related faults mitigation.  

 

 6.2 Recommendations 

It is recommended that the newly developed, cheaper and small sized MEMS vibratory 

gyroscopes should be appropriately deployed in AAS for enhanced performance of attitude 

control of aircraft. Researchers and product developers are encouraged by this research to 

delve into possible deployment of the MEMS vibratory gyroscope in AAS. 

 

6.3 Research Contributions  

The contributions of this research are three fold: Firstly, a maiden investigation of the 

relatively new MEMS vibratory gyroscope in terms of faults effects of temperature and 

noise. Secondly, a proposal for use of the MEMS vibratory angular rate sensor-based pitch 

control system in enhancement of performance of AAS and thirdly, combining PSO with 

ANFIS for desirable mitigation of temperature and noise effects on the pitch control system 

of AAS. 
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6.4 Future Research Directions  

Future research directions are as follows: 

i. Laboratory investigation and experimental field testing of MEMS vibratory 

gyroscope angular rate sensor-based pitch control system should be conducted 

as an extension of this research. 

ii. Similar research should be conducted for a 2-DoF sense, 1-DoF drive MEMS 

vibratory gyroscope and the research outcome need be compared with the 

outcome of 1-DoF sense, 2-DoF drive case. 

iii. Effects of other “faults” inducing factors such as humidity and random bias 

instability on the MEMS vibratory gyroscope-based AAS should be 

investigated. 

iv. The roll and yaw control systems of the AAS should be investigated with focus 

on use of the MEMS vibratory gyroscope.  
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APPENDIX 

  

M-FILE CODES IN MATLAB/SIMULINK SOFTWARE 

 

Create Initial FIS 

function fis=CreateInitialFIS(data,nCluster) 

 

    if ~exist('nCluster','var') 

        nCluster='auto'; 

    end 

 

    x=data.TrainInputs; 

    t=data.TrainTargets; 

     

    fcm_U=2; 

    fcm_MaxIter=100; 

    fcm_MinImp=1e-5; 

    fcm_Display=false; 

    fcm_options=[fcm_U fcm_MaxIter fcm_MinImp fcm_Display]; 

    fis=genfis3(x,t,'sugeno',nCluster,fcm_options); 

 

%     opt = genfisOptions('FCMClustering','FISType','mamdani'); 

%     opt.NumClusters = nCluster; 

%     opt.Verbose = 0; 

%     fis=genfis(x,t,opt); 

end 

 

Get FIS Parameters 

function p=GetFISParams(fis) 

 

    p=[]; 

 

    nInput=numel(fis.input); 

    for i=1:nInput 

        nMF=numel(fis.input(i).mf); 

        for j=1:nMF 

            p=[p fis.input(i).mf(j).params]; 

        end 

    end 

 

    nOutput=numel(fis.output); 

    for i=1:nOutput 

        nMF=numel(fis.output(i).mf); 

        for j=1:nMF 
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            p=[p fis.output(i).mf(j).params]; 

        end 

    end 

     

end  

 

Set FIS Parameters 

function fis=SetFISParams(fis,p) 

 

    nInput=numel(fis.input); 

    for i=1:nInput 

        nMF=numel(fis.input(i).mf); 

        for j=1:nMF 

            k=numel(fis.input(i).mf(j).params); 

            fis.input(i).mf(j).params=p(1:k); 

            p(1:k)=[]; 

        end 

    end 

 

    nOutput=numel(fis.output); 

    for i=1:nOutput 

        nMF=numel(fis.output(i).mf); 

        for j=1:nMF 

            k=numel(fis.output(i).mf(j).params); 

            fis.output(i).mf(j).params=p(1:k); 

            p(1:k)=[]; 

        end 

    end 

 

end 

Train FIS Cost 

function [z, out]=TrainFISCost(x,fis,data) 

 

    MinAbs=1e-5; 

    if any(abs(x)<MinAbs) 

        S=(abs(x)<MinAbs); 

        x(S)=MinAbs.*sign(x(S)); 

    end 

 

    p0=GetFISParams(fis); 

 

    p=x.*p0; 

     

    fis=SetFISParams(fis,p); 
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    x=data.TrainInputs; 

    t=data.TrainTargets; 

    y=evalfis(x,fis); 

     

    e=t-y; 

     

    MSE=mean(e(:).^2); 

    RMSE=sqrt(MSE); 

     

    z=RMSE; 

     

    out.fis=fis; 

    %out.y=y; 

    %out.e=e; 

    out.MSE=MSE; 

    out.RMSE=RMSE; 

     

end 

 

Load Data 

function data=LoadData() 

 

    data=load('anfis12_5'); 

    Input=data.input; 

    Target=data.target; 

    Target=Target(:,1); 

     

    nSample=size(Input,1); 

     

    % Shuffle Data 

    S=randperm(nSample); 

    Input=Input(S,:); 

    Target=Target(S,:); 

     

    % Train Data 

    pTrain=0.9; 

    nTrain=round(pTrain*nSample); 

    TrainInputs=Input(1:nTrain,:); 

    TrainTargets=Target(1:nTrain,:); 

     

    % Test Data 

    TestInputs=Input(nTrain+1:end,:); 

    TestTargets=Target(nTrain+1:end,:); 
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    % Export 

    data.TrainInputs=TrainInputs; 

    data.TrainTargets=TrainTargets; 

    data.TestInputs=TestInputs; 

    data.TestTargets=TestTargets; 

 

end 

 

Main 

clc; 

clear; 

close all; 

 

%% Load Data 

 

data=LoadData(); 

 

%% Generate Basic FIS 

 

fis=CreateInitialFIS(data,5); %changed to use original fis 

%fisdata=load('fpifis'); 

%fis=fisdata.FuzzyPI; 

%% Train Using PSO 

 

Options = {'Genetic Algorithm', 'Particle Swarm Optimization', 'Flower Pollination'}; 

 

[Selection, Ok] = listdlg('PromptString', 'Select training method for ANFIS:', ... 

                          'SelectionMode', 'single', ... 

                          'ListString', Options); 

 

pause(0.01); 

           

if Ok==0 

    return; 

end 

 

switch Selection 

    case 1, fis=TrainAnfisUsingGA(fis,data); 

    case 2, fis=TrainAnfisUsingPSO(fis,data); 

    case 3, fis=TrainAnfisUsingFPA(fis,data); 

end 

 

%% Results 
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% Train Data 

TrainOutputs=evalfis(data.TrainInputs,fis); 

PlotResults(data.TrainTargets,TrainOutputs,'Train Data'); 

 

% Test Data 

TestOutputs=evalfis(data.TestInputs,fis); 

PlotResults(data.TestTargets,TestOutputs,'Test Data'); 

 

Results 

function PlotResults(Target, Outputs, Name) 

 

    figure; 

 

    Errors=Target-Outputs; 

 

    MSE=mean(Errors.^2); 

    RMSE=sqrt(MSE); 

     

    error_mean=mean(Errors); 

    error_std=std(Errors); 

 

    subplot(2,2,[1 2]); 

    plot(Target,'k'); 

    hold on; 

    plot(Outputs,'r'); 

    legend('Target','Output'); 

    title(Name); 

    xlabel('Sample Index'); 

    grid on; 

 

    subplot(2,2,3); 

    plot(Errors); 

    legend('Error'); 

    title(['MSE = ' num2str(MSE) ', RMSE = ' num2str(RMSE)]); 

    grid on; 

 

    subplot(2,2,4); 

    histfit(Errors, 50); 

    title(['Error Mean = ' num2str(error_mean) ', Error St.D. = ' num2str(error_std)]); 

 

end 
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Roulette Wheel Selection 

 

function i=RouletteWheelSelection(P) 

 

    r=rand; 

     

    c=cumsum(P); 

     

    i=find(r<=c,1,'first'); 

 

end 

 

Train ANFIS using PSO 

function bestfis=TrainAnfisUsingPSO(fis,data) 

 

    %% Problem Definition 

     

    p0=GetFISParams(fis); 

     

    Problem.CostFunction=@(x) TrainFISCost(x,fis,data); 

     

    Problem.nVar=numel(p0); 

     

    Problem.VarMin=-40; 

    Problem.VarMax=40; 

 

    %% PSO Params 

    Params.MaxIt=50; 

    Params.nPop=30; 

 

    %% Run PSO 

    results=RunPSO(Problem,Params); 

     

    %% Get Results 

     

    p=results.BestSol.Position.*p0; 

    bestfis=SetFISParams(fis,p); 

     

end 

 

function results=RunPSO(Problem,Params) 

 

    disp('Starting PSO ...'); 
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    %% Problem Definition 

 

    CostFunction=Problem.CostFunction;        % Cost Function 

 

    nVar=Problem.nVar;          % Number of Decision Variables 

 

    VarSize=[1 nVar];           % Size of Decision Variables Matrix 

 

    VarMin=Problem.VarMin;      % Lower Bound of Variables 

    VarMax=Problem.VarMax;      % Upper Bound of Variables 

 

    %% PSO Parameters 

 

    MaxIt=Params.MaxIt;      % Maximum Number of Iterations 

 

    nPop=Params.nPop;        % Population Size (Swarm Size) 

 

    w=1;            % Inertia Weight 

    wdamp=0.99;     % Inertia Weight Damping Ratio 

    c1=1;           % Personal Learning Coefficient 

    c2=2;           % Global Learning Coefficient 

 

    % Constriction Coefficients 

    % phi1=2.05; 

    % phi2=2.05; 

    % phi=phi1+phi2; 

    % chi=2/(phi-2+sqrt(phi^2-4*phi)); 

    % w=chi;          % Inertia Weight 

    % wdamp=1;        % Inertia Weight Damping Ratio 

    % c1=chi*phi1;    % Personal Learning Coefficient 

    % c2=chi*phi2;    % Global Learning Coefficient 

 

    % Velocity Limits 

    VelMax=0.1*(VarMax-VarMin); 

    VelMin=-VelMax; 

 

    %% Initialization 

 

    empty_particle.Position=[]; 

    empty_particle.Cost=[]; 

    empty_particle.Velocity=[]; 

    empty_particle.Best.Position=[]; 

    empty_particle.Best.Cost=[]; 

 

    particle=repmat(empty_particle,nPop,1); 
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    BestSol.Cost=inf; 

 

    for i=1:nPop 

 

        % Initialize Position 

        if i>1 

            particle(i).Position=unifrnd(VarMin,VarMax,VarSize); 

        else 

            particle(i).Position=ones(VarSize); 

        end 

 

        % Initialize Velocity 

        particle(i).Velocity=zeros(VarSize); 

 

        % Evaluation 

        particle(i).Cost=CostFunction(particle(i).Position); 

 

        % Update Personal Best 

        particle(i).Best.Position=particle(i).Position; 

        particle(i).Best.Cost=particle(i).Cost; 

 

        % Update Global Best 

        if particle(i).Best.Cost<BestSol.Cost 

 

            BestSol=particle(i).Best; 

 

        end 

 

    end 

 

    BestCost=zeros(MaxIt,1); 

 

    %% PSO Main Loop 

 

    for it=1:MaxIt 

 

        for i=1:nPop 

 

            % Update Velocity 

            particle(i).Velocity = w*particle(i).Velocity ... 

                +c1*rand(VarSize).*(particle(i).Best.Position-particle(i).Position) ... 

                +c2*rand(VarSize).*(BestSol.Position-particle(i).Position); 

 

            % Apply Velocity Limits 
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            particle(i).Velocity = max(particle(i).Velocity,VelMin); 

            particle(i).Velocity = min(particle(i).Velocity,VelMax); 

 

            % Update Position 

            particle(i).Position = particle(i).Position + particle(i).Velocity; 

 

            % Velocity Mirror Effect 

            IsOutside=(particle(i).Position<VarMin | particle(i).Position>VarMax); 

            particle(i).Velocity(IsOutside)=-particle(i).Velocity(IsOutside); 

 

            % Apply Position Limits 

            particle(i).Position = max(particle(i).Position,VarMin); 

            particle(i).Position = min(particle(i).Position,VarMax); 

 

            % Evaluation 

            particle(i).Cost = CostFunction(particle(i).Position); 

 

            % Update Personal Best 

            if particle(i).Cost<particle(i).Best.Cost 

 

                particle(i).Best.Position=particle(i).Position; 

                particle(i).Best.Cost=particle(i).Cost; 

 

                % Update Global Best 

                if particle(i).Best.Cost<BestSol.Cost 

 

                    BestSol=particle(i).Best; 

 

                end 

 

            end 

 

        end 

 

        BestCost(it)=BestSol.Cost; 

 

        disp(['Iteration ' num2str(it) ': Best Cost = ' num2str(BestCost(it))]); 

 

        w=w*wdamp; 

 

    end 

 

    disp('End of PSO.'); 

    disp(' '); 
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    %% Results 

 

    results.BestSol=BestSol; 

    results.BestCost=BestCost; 

     

end 

Train ANFIS using GA 

function bestfis=TrainAnfisUsingGA(fis,data) 

 

    %% Problem Definition 

     

    p0=GetFISParams(fis); 

     

    Problem.CostFunction=@(x) TrainFISCost(x,fis,data); 

     

    Problem.nVar=numel(p0); 

     

    Problem.VarMin=-20; 

    Problem.VarMax=20; 

 

    %% GA Params 

    Params.MaxIt=50; 

    Params.nPop=30; 

 

    %% Run GA 

    results=RunGA(Problem,Params); 

     

    %% Get Results 

     

    p=results.BestSol.Position.*p0; 

    bestfis=SetFISParams(fis,p); 

     

end 

 

function results=RunGA(Problem,Params) 

 

    disp('Starting GA ...'); 

 

    %% Problem Definition 

 

    CostFunction=Problem.CostFunction;        % Cost Function 

 

    nVar=Problem.nVar;          % Number of Decision Variables 
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    VarSize=[1 nVar];           % Size of Decision Variables Matrix 

 

    VarMin=Problem.VarMin;      % Lower Bound of Variables 

    VarMax=Problem.VarMax;      % Upper Bound of Variables 

 

    %% GA Parameters 

 

    MaxIt=Params.MaxIt;      % Maximum Number of Iterations 

 

    nPop=Params.nPop;        % Population Size 

 

    pc=0.4;                 % Crossover Percentage 

    nc=2*round(pc*nPop/2);  % Number of Offsprings (Parnets) 

 

    pm=0.7;                 % Mutation Percentage 

    nm=round(pm*nPop);      % Number of Mutants 

 

    gamma=0.7; 

 

    mu=0.15;        % Mutation Rate 

 

    beta=8;         % Selection Pressure 

 

    %% Initialization 

 

    empty_individual.Position=[]; 

    empty_individual.Cost=[]; 

 

    pop=repmat(empty_individual,nPop,1); 

 

    for i=1:nPop 

 

        % Initialize Position 

        if i>1 

            pop(i).Position=unifrnd(VarMin,VarMax,VarSize); 

        else 

            pop(i).Position=ones(VarSize); 

        end 

 

        % Evaluation 

        pop(i).Cost=CostFunction(pop(i).Position); 

 

    end 

 

    % Sort Population 
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    Costs=[pop.Cost]; 

    [Costs, SortOrder]=sort(Costs); 

    pop=pop(SortOrder); 

 

    % Store Best Solution 

    BestSol=pop(1); 

 

    % Array to Hold Best Cost Values 

    BestCost=zeros(MaxIt,1); 

 

    % Store Cost 

    WorstCost=pop(end).Cost; 

 

 

    %% Main Loop 

 

    for it=1:MaxIt 

 

        P=exp(-beta*Costs/WorstCost); 

        P=P/sum(P); 

 

        % Crossover 

        popc=repmat(empty_individual,nc/2,2); 

        for k=1:nc/2 

 

            % Select Parents Indices 

            i1=RouletteWheelSelection(P); 

            i2=RouletteWheelSelection(P); 

 

            % Select Parents 

            p1=pop(i1); 

            p2=pop(i2); 

 

            % Apply Crossover 

            [popc(k,1).Position, popc(k,2).Position]=... 

                Crossover(p1.Position,p2.Position,gamma,VarMin,VarMax); 

 

            % Evaluate Offsprings 

            popc(k,1).Cost=CostFunction(popc(k,1).Position); 

            popc(k,2).Cost=CostFunction(popc(k,2).Position); 

 

        end 

        popc=popc(:); 
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        % Mutation 

        popm=repmat(empty_individual,nm,1); 

        for k=1:nm 

 

            % Select Parent 

            i=randi([1 nPop]); 

            p=pop(i); 

 

            % Apply Mutation 

            popm(k).Position=Mutate(p.Position,mu,VarMin,VarMax); 

 

            % Evaluate Mutant 

            popm(k).Cost=CostFunction(popm(k).Position); 

 

        end 

 

        % Create Merged Population 

        pop=[pop 

             popc 

             popm]; %#ok 

 

        % Sort Population 

        Costs=[pop.Cost]; 

        [Costs, SortOrder]=sort(Costs); 

        pop=pop(SortOrder); 

 

        % Update Worst Cost 

        WorstCost=max(WorstCost,pop(end).Cost); 

 

        % Truncation 

        pop=pop(1:nPop); 

        Costs=Costs(1:nPop); 

 

        % Store Best Solution Ever Found 

        BestSol=pop(1); 

 

        % Store Best Cost Ever Found 

        BestCost(it)=BestSol.Cost; 

 

        % Show Iteration Information 

        disp(['Iteration ' num2str(it) ': Best Cost = ' num2str(BestCost(it))]); 

 

    end 

 

    disp('End of GA.'); 
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    disp(' '); 

     

    %% Results 

 

    results.BestSol=BestSol; 

    results.BestCost=BestCost; 

     

end 

 

function [y1, y2]=Crossover(x1,x2,gamma,VarMin,VarMax) 

 

    alpha=unifrnd(-gamma,1+gamma,size(x1)); 

     

    y1=alpha.*x1+(1-alpha).*x2; 

    y2=alpha.*x2+(1-alpha).*x1; 

     

    y1=max(y1,VarMin); 

    y1=min(y1,VarMax); 

     

    y2=max(y2,VarMin); 

    y2=min(y2,VarMax); 

 

end 

 

function y=Mutate(x,mu,VarMin,VarMax) 

 

    nVar=numel(x); 

     

    nmu=ceil(mu*nVar); 

     

    j=randsample(nVar,nmu)'; 

     

    sigma=0.1*(VarMax-VarMin); 

     

    y=x; 

    y(j)=x(j)+sigma*randn(size(j)); 

     

    y=max(y,VarMin); 

    y=min(y,VarMax); 

 

end 

Train ANFIS using FPA 

function bestfis=TrainAnfisUsingFPA(fis,data) 
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    %% Problem Definition 

 

    p0=GetFISParams(fis); 

 

    Problem.CostFunction=@(x) TrainFISCost(x,fis,data); 

 

    Problem.nVar=numel(p0); 

 

    Problem.VarMin=-40; 

    Problem.VarMax=40; 

 

    %% FPA Params 

    Params.MaxIt=100; 

    Params.nPop=20; 

 

    %% Run FPA 

    results=RunFPA(Problem,Params); 

 

    %% Get Results 

 

    p=results.BestSol.*p0; 

    bestfis=SetFISParams(fis,p); 

 

end 

 

function results=RunFPA(Problem,Params) 

 

    disp('Starting FPA ...'); 

    %% Problem Definition 

 

    Fun=Problem.CostFunction; 

 

    nVar=Problem.nVar;         % Number of Decision Variables 

 

    %VarSize=[1 nVar];          % Size of Decision Variables Matrix 

 

    VarMin=Problem.VarMin;      % Lower Bound of Variables 

    VarMax=Problem.VarMax;      % Upper Bound of Variables 

 

    %% FPA Parameters 

    N_iter=Params.MaxIt;        % Maximum Number of Iterations 

    n=Params.nPop;           % Population Size (Swarm Size) 

    q=0.8;                      % probability switch 

 

    % Dimension of the search variables 
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    d=nVar;    %3; 

    Lb= VarMin*ones(1,d);        %-50*ones(1,d); 

    Ub= VarMax*ones(1,d);      %50*ones(1,d); 

 

    % % Initialize the population/solutions 

    % for i=1:n 

    %     Sol(i,:)=Lb+(Ub-Lb).*rand(1,d); 

    %     Fitness(i)=Fun(Sol(i,:)); 

    % end 

 

    % Initialize the population/solutions 

    for i=1:n 

        Sol(i,:)=Lb+(Ub-Lb).*rand(1,d); 

        Fitness(i)=Fun(Sol(i,:)); 

    end 

 

    % Find the current best 

    [fmin,I]=min(Fitness); 

    best=Sol(I,:); 

    S=Sol; 

 

    % Start the iterations -- Flower Algorithm 

    for t=1:N_iter 

        % Loop over all bats/solutions 

        for i=1:n 

        % Pollens are carried by insects and thus can move in 

        % large scale, large distance. 

        % This L should replace by Levy flights 

        % Formula: x_i^{t+1}=x_i^t+ L (x_i^t-gbest) 

        if rand>q 

        %% L=rand; 

        L=Levy(d); 

        dS=L.*(Sol(i,:)-best); 

        S(i,:)=Sol(i,:)+dS; 

 

        % Check if the simple limits/bounds are OK 

        S(i,:)=simplebounds(S(i,:),Lb,Ub); 

 

        % If not, then local pollenation of neighbor flowers  

        else 

            epsilon=rand; 

            % Find random flowers in the neighbourhood 

            JK=randperm(n); 

            % As they are random, the first two entries also random 

            % If the flower are the same or similar species, then 
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            % they can be pollenated, otherwise, no action. 

            % Formula: x_i^{t+1}+epsilon*(x_j^t-x_k^t) 

            S(i,:)=S(i,:)+epsilon*(Sol(JK(1),:)-Sol(JK(2),:)); 

            % Check if the simple limits/bounds are OK 

            S(i,:)=simplebounds(S(i,:),Lb,Ub); 

        end 

 

        % Evaluate new solutions 

        Fnew=Fun(S(i,:)); 

        % If fitness improves (better solutions found), update then 

        if (Fnew<=Fitness(i)) 

                Sol(i,:)=S(i,:); 

                Fitness(i)=Fnew; 

        end 

 

        % Update the current global best 

        if Fnew<=fmin 

                best=S(i,:)   ; 

                fmin=Fnew   ; 

        end 

        end 

        % Display results every 100 iterations 

        if round(t/100)==t/5 

            best 

            fmin 

        end 

 

    end 

 

    % Output/display 

    disp(['Total number of evaluations: ',num2str(N_iter*n)]); 

    disp(['Best solution=',num2str(best),'   fmin=',num2str(fmin)]); 

 

    disp('End of FPA.'); 

    disp(' '); 

 

    % Application of simple constraints 

    function s=simplebounds(s,Lb,Ub) 

        % Apply the lower bound 

        ns_tmp=s; 

        I=ns_tmp<Lb; 

        ns_tmp(I)=Lb(I); 

 

        % Apply the upper bounds  

        J=ns_tmp>Ub; 
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        ns_tmp(J)=Ub(J); 

        % Update this new move  

        s=ns_tmp; 

    end 

 

 

    % Draw n Levy flight sample 

    function L=Levy(d) 

        % Levy exponent and coefficient 

        % For details, see Chapter 11 of the following book: 

        % Xin-She Yang, Nature-Inspired Optimization Algorithms, Elsevier, (2014). 

        beta=3/2; 

        sigma=(gamma(1+beta)*sin(pi*beta/2)/(gamma((1+beta)/2)*beta*2^((beta-

1)/2)))^(1/beta); 

        u=randn(1,d)*sigma; 

        v=randn(1,d); 

        step=u./abs(v).^(1/beta); 

        L=0.01*step; 

    end 

 

    %% Results 

 

    results.BestSol=best; 

    results.BestCost=fmin; 

 

end 

 

 

 

 

 

 

 


